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ABSTRACT
Data interoperation functions with the logic of a black box. Interoperation is achieved through front-loaded work and epistemically charged negotiation that thereafter become infrastructural, that is, supporting downstream actions without fully revealing the underpinnings that enable those actions. Drawing from ethnographic and archival investigations of data interoperation within and across an ecology of HIV/AIDS research infrastructures, this paper offers several sensitizing concepts for the investigation of how data are brought together and thereafter circulate. Data interoperability is historical, infrastructural, relatively irreversible, negotiated, epistemic, seamless and seamless, and is approaching the status of a general value rather than a specific means to an end.
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INTRODUCTION
Reading the scholarly literatures focused on data one may be struck by a distinct disjuncture between those that study the work of data sharing, and those that study its consequences. Those who study data preservation or sharing will point to the immense difficulty, bottomless work, technical challenges and micro-political debates that accompany such efforts [4, 12]. They tell stories of situated data generation, of scientists that hoard their data for good or bad reasons, and information managers that struggle to keep up with constantly upgrading systems. Meanwhile, those who are concerned with the consequences of data interoperability are sounding the alarm, noting that our privacy is at stake, that new forms of data wrangling are revealing untold stories about our lives and society, offering new handholds for the manipulation of our activities, opinions and even emotions [30, 38].

A review of the broader field seems to reveal that with one hand we are emphasizing the immense labor and technical proficiency needed to achieve interoperability, while with the other hand we point to easy cross-contextual flows and the seeming ineradicability of data [29, 45]. We could summarize these contrary findings by counterposing the once felicitous countercultural phrase, now with increasingly problematized connotations, “information just wants to be free,” with the findings of scholars of data sharing that can be summed up as “information just wants to stay still, keep quiet and degrade.”

I engage the unarticulated intersections of these two subfields through a simple reformulation: interoperability is a fundamentally historical phenomenon. More precisely, data interoperation is a form of front-loaded practical work, negotiation and technical innovation that is thereafter black-boxed, largely forgotten, eventually taken for granted and naturalized as the inevitable technological trajectory for data. Only following interoperation do data flow with the ease promised by its advocates while evoking concerns about unanticipated or unintended uses. This is the topic of this paper; my goal is to offer an analytic avenue for bringing together these interlinked but currently balkanized topics by offering an historicist-methodological sensibility to the trajectories of data and their interoperability.

Rather than tackle this thorny topic at the societal level, something beyond the scope of this paper or my research, I will instead focus on a series of interlinked cases of data interoperation from my recent studies of an ecology AIDS research infrastructures. In this microcosm the benefits of data interoperability are clear – i.e., broader, longer or more heterogeneous views on HIV disease for social, biological or public health researchers – but these cases are also
marked with long and ongoing concerns about privacy and security, as the biomedical data of subjects must be protected even while continuing to circulate. Thus, this ecology is characterized by tensions analogous to broader debates about interoperability: the value of reassembling data for new purposes weighed against the dangers of unanticipated uses that threaten, for instance, privacy and security. I start with a case of data harmonization “within” an infrastructure long ago, and then two cases that track data “up and across” to another infrastructure: the first a story of data that circulate and the second where they do not.

Throughout I emphasize the situated, practical and deliberated quality of data interoperations. There is nothing natural, necessary or even tendentious about the interoperability of data. Interoperability is the outcome of sustained and arduous sociotechnical work and innovation over the last decades that only appear inevitable if one forgets the history of these activities.

I mean “historical” in two senses: firstly, that sociotechnical approaches to data interoperability have a long and winding past of successful innovations as well as dead ends [3, 13]. The histories of approaches to interoperability are not evanescent, they remain with us today: built into the very sociotechnical organization of data, interoperation does not disappear but carries forward to later uses of those data. Interoperability has been both a concern for information researchers in the past as well as being a lively field of research and innovation in the present, indicating that there is nothing “resolved” about the techniques for establishing and sustaining interoperability. In short, while some data are certainly interoperated, the subject of interoperability as a whole has not become historical in my second use of the term.

Secondly, I mean historical in the sense associated with the “closing of a black box” [24]: the process by which that which is once the subject of debate or controversy, trial and error, and a great deal of effort, thereafter becomes backgrounded, taken for granted, and becomes a relatively stable resource, utility or commodity, in the sense that it is (more) easily, quickly, or even automatically accomplished. In short, interoperability, at its best, becomes infrastructural, supporting activity without revealing all that goes into that support [33], still subject to regimes of maintenance, repair and upgrade but only rarely of foregrounded debate [22].

Investigating the (still quite vast) microcosm of an ecology of AIDS infrastructures will not offer generalizable findings for understanding the societal investments and challenges of data. The technical and epistemic consequences of data integration are situated in the very activities of interoperation and thereafter black-boxing. Instead, I offer sensitizing concepts that will facilitate situated investigations of data, helping to make sense of the historical, infrastructural, relatively irreversible, contentious and negotiated, epistemic, seamsful and seamless qualities of data interoperability (see table 1). I elaborate these concepts in relation to this ecology and then examine how interoperability, once a means to a specific end, may be shifting to a general value.

**DATA INTEROPERABILITY**

I will use the term data interoperability as an umbrella term for the constellation of concepts, approaches, techniques and technologies that seek to make heterogeneous data work with each other. There are dozens of such approaches and as many terminologies to match: commensuration, harmonization, integration, standardization, federation, mapping and innumerable others. I draw these together under a single term at the risk of erasing the marked differences in practical work, technical operations and downstream consequences entailed, though I will endeavor to remain specific when I discuss particular cases. The advantage of using the umbrella term is double. Firstly, to sensitize us to the broadly common goals across interoperability strategies: the smoother, easier or larger assembly of data. Secondly, the umbrella term serves to remind that a dataset, or the intersection of many datasets, are often the congealed outcomes of multiple interoperability strategies. Integrated datasets are historically inscribed by the repeated techniques of their interoperation – once again showing how “raw data” is an oxymoron [16].

An examination of the literature reveals that interoperability — whether data sharing, metadata documentation, commensuration or standardization — involves a great deal of practical work [40] that is often highly technical in both the technological sense of the word and the domain sense (i.e., scientifically technical), it is debated and sometimes even fraught with conflicts, and occasionally ends in failure (or at least retreating and regrouping) [3, 13]. The literature reveals a plethora of approaches and technological innovations to interoperability: schema mapping, ontologies, semantic integration, etc., along with multiple ongoing research agendas in the computer and information sciences to develop new, easier, faster or more robust sociotechnical approaches to interoperation of data [20, 21, 37]. Inspected over time, we see the rise and fall of particular interoperability strategies, but the outcome of a strategy (i.e., integrated data) remain with us as long as those data continue to circulate.

Interoperation is always partial, rather than either/or [31]. Data may be interoperated for one purpose or by one standard but insufficiently or incorrectly for another. For example, in the past I have investigated techniques of semantic interoperability of geoscience data [34]. The efforts of that group were to create an umbrella language for heterogeneous geoscience categories (i.e., a computational ontology). This set of categories could be used to describe data that had been generated under the diverse headings of the diverse earth sciences (e.g., geology, paleobotany, etc.). This “semantic interoperability” facilitated searches for
Interoperability is

Historically inscribed — Dependent on past work of generation and preservation of data, the available techniques and technologies for interoperating, and situated decisions about how to interoperate. Interoperated data travel only with traces of their trajectory to integration, if at all, while still carrying the consequences of that interoperation to future uses [24].

Infrastructural — Sharing many properties of infrastructure identified by Bowker and Star [5], interoperability facilitates or enables activities at the cost of rendering invisible (or murky) that which makes those activities possible.

Contested and negotiated — There are always many ways of integrating data. How data should be brought together is deliberated amongst actors doing that work, including: their goals, purposes, limitations and benefits, and the competing and evolving techniques of interoperation.

Epistemically consequential — What we can know, and how we know it, will be impacted by the decisions and methods that lead to data integration [34].

Relatively irreversible [6] — Interoperability displays qualities of path dependency or ‘lock in’ [9]. It may also, however, be subject to reappraisals in moments of contestation or re-interoperation, but this always requires an additional effort and if no traces of the trajectory to interoperation remain, then it may be irreversible.

Seamful and seamless — Working with data always involves practical and situated articulation work [41], but what specific practical work shifts following interoperation. Each successful interoperation (that is, use of data that have been interoperated without reopening the process that led to its interoperation) supports some seamless work, even if working with it is seamful [44].

Becoming a value [39], norm [28], or virtue [8] — Once a means to a specific end, interoperability is becoming an open-ended value. This is not an inherent property of interoperability but rather an historical outcome as sharing, openness, and documentation are encoded as regulative ideals.

Table 1: Sociotechnical qualities of data interoperability.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Interoperability can be dependent on past work of generation and preservation of data, the available techniques and technologies for interoperating, and situated decisions about how to interoperate. Interoperated data travel only with traces of their trajectory to integration, if at all, while still carrying the consequences of that interoperation to future uses.</td>
</tr>
<tr>
<td>Infrastructure</td>
<td>Sharing many properties of infrastructure identified by Bowker and Star, interoperability facilitates or enables activities at the cost of rendering invisible (or murky) that which makes those activities possible.</td>
</tr>
<tr>
<td>Contention</td>
<td>There are always many ways of integrating data. How data should be brought together is deliberated amongst actors doing that work, including: their goals, purposes, limitations and benefits, and the competing and evolving techniques of interoperation.</td>
</tr>
<tr>
<td>Epistemic Consequences</td>
<td>What we can know, and how we know it, will be impacted by the decisions and methods that lead to data integration.</td>
</tr>
<tr>
<td>Relative Irreversibility</td>
<td>Interoperability displays qualities of path dependency or ‘lock in’. It may also be subject to reappraisals in moments of contestation or re-interoperation, but this always requires an additional effort and if no traces of the trajectory to interoperation remain, then it may be irreversible.</td>
</tr>
<tr>
<td>Seamful and Seamless</td>
<td>Working with data always involves practical and situated articulation work, but what specific practical work shifts following interoperation. Each successful interoperation supports some seamless work, even if working with it is seamful.</td>
</tr>
<tr>
<td>Becoming a Value</td>
<td>Interoperability is becoming an open-ended value. This is not an inherent property of interoperability but rather an historical outcome.</td>
</tr>
</tbody>
</table>

Table 1: Sociotechnical qualities of data interoperability.

Data, but still presented data in its unique heterogeneous databases. That is, the next step of bringing together the multiple datasets for analysis was left to those investigators: semantic integration facilitated discovery but not immediate use. As Bower and Star have noted of infrastructure more generally [5], interoperability is relative: what is interoperated by one standard or purpose may not suffice for another.

Evaluating whether a particular bringing together of data is right for the task at hand is a matter of assessing the data and inspecting the available documentation of that interoperation. Some data are interoperated with great care, capturing in metadata the transformations that have led to the final product [27]. But a great deal of interoperation occurs in a much less systematic manner, captured only in increasingly buried paper or digital archives, or not at all. Recently there have been efforts to encourage more systematic documentation of data transformations under rubrics such as ‘reproducibility’ [42]. Such efforts merit an investigation of their own, but in general they speak to a growing awareness of the topics I address in this paper.

Whether the traces of interoperation are readily accessible, a challenging work of archival spelunking or not available at all, once data are interoperated rediscovering how it was done and its consequences requires an additional effort. It is in this sense that I refer to interoperation as a black box. Whether a new dataset has been produced from past datasets or a query integrates data on the fly, once interoperated it is easier to rely on those data than to open the black box and understand their assemblage.

Tarleton Gillespie reminds us that digital logics operate differently than the traditional understanding of a black box with its stable inputs, outputs and an unchanging set of operations within [15]. If you leave your bicycle in the garage, and return to it the next day, it remains the same bike. But the mechanisms of digital black boxes are different: when we return to a search engine it will appear much the same, as will the protocols for queries and responses (or APIs), but the search machineries and the data they are searching may have been subtly or drastically transformed by human, nonhuman or hybrid means. Such is also the case with interoperability, as deep within the machinery new forms of integration, commensuration or harmonization may be established, all the while appearing seamlessly to the unsuspecting querier of data.

METHODS & CASES

This paper is an ethnographic and archival-historical investigation of two “stacked” research infrastructures. They are stacked in the sense that the first case (the MACS) supplies the data that are interoperated by the second case (NA-ACCORD), in tandem with a broader ecology of AIDS research infrastructures. The NA-ACCORD integrates data from all while generating no subject data of its own (see figure 1).

An ecology of research infrastructures is a unit of analysis that recognizes that no infrastructure stands alone, but instead resides at the complex and evolving intersections of multiple sociotechnical organizations that broadly share goals, objects of study, standards and protocols, instrumentation, techniques and technologies, and collectively operate in common regimes of funding, policy and regulation. In this paper I am inspecting the ecology of

1 A bike is a black box in the sense that the inspection of the artifact does not reveal the genealogy of technical innovations or competing social interests that led its contemporary form [32].
American biomedical cohort studies supporting HIV/AIDS science, funded by the National Institutes of Health (NIH) and regulated at the intersection of university IRBs, state and national agencies. Many members of the MACS and NA-ACCORD are scientists studying HIV disease in its various forms (e.g., as a virus, as a natural history, as associated with behaviors). However, inspecting data interoperability means focusing on those who work on information (a biostatistician, a data manager, a computer scientist) as they facilitate the integration and movement of data. Some of these are the same people.

My research team and I have inspected this ecology, first with a “deep dive” into the MACS and its history and thereafter by “following the data” [1] to those projects that seek to integrate them with those of other projects. We have participated ethnographically in current activities, such as all-hands meetings, or historically by inspecting internal documentation such as protocols or manuals of operation. Finally, we have interviewed members of these organizations, including scientists, technicians, participants and staff.

This paper is focused on the development of sensitizing concepts in the Symbolic Interactionist tradition [17]. Put briefly, sensitizing concepts tell the investigator where to look but not what to see, helping to guide empirical studies [18]. The paper focuses on aspects of the MACS or NA-ACCORD that help elaborate sensitizing concepts rather than seeking to fully characterize those projects; in the Grounded Theory tradition such targeted focus for conceptual elaboration is known as theoretical sampling [17]. I will refer to several other cohorts that NA-ACCORD seeks to integrate, such as ‘clinical cohort studies’ (a category explained below); the ecology of AIDS infrastructures is far vaster than the MACS and NA-ACCORD but in this paper I have theoretically sampled primarily from these two projects.

The MACS – The Multicenter AIDS Cohort Study

The MACS was founded in 1983 as an investigation of the natural history of AIDS. It is a longitudinal study of gay and bisexual men tracked over time as a prospective cohort. Investigators and staff generate their data every six months during “study visits” where they administer questionnaires (ranging in topic from social activities and locations, to toxic exposures and sexual behaviors) and medical interventions (measurements, such as blood pressure; or, specimen collection, such as blood, urine, semen, etc.) to the study participants. It is only a small selection of their data that they integrate with NA-ACCORD. The MACS does much more than produce subject data; in past CSCW [33] and in Science and Technology Studies (STS) [35] papers I have approached their assembly of instruments, specimen collections, sustained cohort and heterogeneous experts as the activities of a “kernel of a research infrastructure,” but here I focus primarily on activities of data harmonization. Formally, this paper is an analysis across kernels, from the MACS and other cohorts to the NA-ACCORD.

NA-ACCORD – The North American AIDS Cohort Collaboration on Research and Design

Beginning in 2006, the NA-ACCORD was founded to integrate the data of over twenty cohort studies focusing of HIV disease [14]. Many of the contributing studies, such as the MACS, are long standing, some with decade long histories, each founded to examine a relatively narrow cohort, i.e., in the biomedical parlance, a group that shares some attributes and/or exposure risks, tracked over time, or longitudinally. Each cohort has its own complex organizational arrangements and study limitations, but the key promise of the NA-ACCORD is to facilitate aggregated and comparative studies across cohorts, an approach sometimes called ‘supercohorts.’ Rather than one-off studies, the NA-ACCORD seeks to enable faster, easier and more standardized cross-cohort investigations — in other words, the NA-ACCORD is a research infrastructure.

HARMONIZING SEROSTATUS DATA

I begin with a relatively simple but eye-opening example that I have previously recounted more extensively [35] of the heterogeneous definitions of “HIV positive” during the late 1980s. I will return to this little vignette throughout the paper as a stand-in for many of the key points I will make about interoperability: the value of harmonizing data, its potentially contested and historically shifting nature, its epistemological consequences and its forgotten and black boxed quality.

The MACS was founded in 1983, before the isolation of AIDS’ causal agent in 1984: the Human Immunodeficiency Virus (HIV). Each of the two “co-discoverers” of HIV had also offered an assay for testing for the presence of HIV antibodies [19]. Those two approaches differed in key technical respects, searching for different markers of antibodies in the blood and with distinct limit conditions for
evaluating whether a person was HIV positive, formally known as serostatus. The MACS of course keeps files about the serostatus of its cohort as data.

Following the isolation of HIV many pharmaceutical companies rushed to market biomedical testing kits that would serve to diagnose serostatus. A great deal was at stake, health and lives, yes, but also money, as these kits’ first role would be to test the vast transfusion blood supply. Each of these kits drew on slightly different methods, materials and evaluation criteria for their results. Dozens of variations of these kits proliferated during the late 1980s, and many were versioned, i.e., pharmaceutical companies would release one and then another kit, adapting to emerging science.

Beginning in 1985, MACS scientists and doctors tested their cohort of nearly 5000 men for the virus using these kits. For their longitudinal study they sought to standardize findings, that is, their data, by using the same manufacturer of kits, establishing common protocols, and comparing findings. But as the science of HIV evolved, and as new HIV antibody tests were released, the MACS too had to rely on changing kits. In short, despite their best efforts, the MACS generated heterogeneous data about the serostatus of their cohort members.

Throughout this period, the broader HIV research community was engaged in a standards creation effort, seeking to define the appropriate markers to seek, the methods for testing, and the criteria for a positive reaction. It was in 1989 that a general consensus emerged that has since remained relatively stable. Consequently kits, and thus data, were also standardized.

For the MACS the years 1985-1989 left behind a set of heterogeneous data files, each relying on a distinct definition of HIV positive, specifically: what marker they sought out, and what criteria for reagent reactions to consider positive. This diversity was challenging for any scientist relying on these data, i.e., working with multiple competing definitions of HIV positive required arduous individual integrations of those data.

In order to remedy this MACS information managers and scientists engaged in a process of data “harmonization,” deliberating the results of the various kits, their competing definitions of positive reagent reactions, and confirmation tests. A biostatistician recounted the development of a common definition that resulted in the creation of a unifying data file called “HIVDef89”, or the definition of HIV serostatus in 1989:

we worked with the investigators and the labs and came up with different algorithms for what is a seropositive, what is a seroconverter … [The result was the creation of] … a file that we call ‘HIVDef89’.

Thereafter, rather than “redevelop who’s HIV positive, who’s HIV-negative, [or] when they seroconverted” a scientist could instead draw on a single harmonized dataset for their analyses. In the years that followed, this interoperated dataset has been reused hundreds of times for the investigation of innumerable objects of study.

I cannot speak at this level of granularity about many other datasets. This finding about HIV serostatus data took me a great deal of interviewing and archival spelunking. The reconstruction of a similar history for other data will likely be as challenging. And yet, in principle, it is how I approach data. It seems to me like a good initial premise that all datasets – whether scientific, social media or otherwise – have undergone various deliberated (or not) integrations leading to their tidy (or not) state at any later point in time. Only some of these transformations are well documented in the form of metadata that travels with the dataset; others are left in archival traces and memories (as with the tale I have told here); and for many, no documentation will remain at all.

This exemplar serves as stand in for my understanding that data are always already interoperated, that is, that a given datum, dataset, or their intersections with other datasets, have gone through processes that sought to harmonize heterogeneous forms of generation and storage through transformations that encode data in the same way. Scholars of research infrastructures and of longitudinal data have documented many cases of transformations in the ways that collecting “the same data” has changed over the years [5, 11, 23]. In each case some resolution across those changes is needed if the data are to continue to work together, e.g., comparatively, aggregated or longitudinally.

Here I have emphasized the harmonization of data produced over time, but even in this tiny vignette I have suggested several other ways that serostatus data were generated with an eye to interoperability, e.g., standardized kits, common protocols and cross-site testing. Interoperability is a defining quality of data, established and re-established from the moments of their generation. If a datum was not in some way interoperable with another, we would not consider it a datum at all.

In this case, the consequences of interoperation are vividly epistemological: how we know serostatus has immediate consequences for lives, yes, but for the MACS research agenda the epistemological consequences are in their downstream findings about the natural history of HIV disease. I return to this exemplar throughout the paper as I travel up- and down-stream to various integrations and data uses.

WHAT ARE HETEROGENEOUS DATA AND WHY INTEGRATE THEM?

Before turning to the NA-ACCORD, which assembles the data of the MACS and many other cohort studies, I must first characterize, broadly, what it means to say that it integrates different kinds of data. I draw on a revealing design distinction between two kinds of cohort studies the NA-ACCORD brings together: interval and clinical
cohorts. My goal is to understand what integration projects are “made of” by tracking back to the organizational machineries that generate those data. In this section I discuss the epistemic advantages and disadvantages of each, and finally, of growing importance, the vast cost differences for the two cohort forms. I describe these two types of investigative organizations in order address the advantages of integration by the NA-ACCORD in the next section, along with the dangers associated with black boxing that which is being integrating.

The MACS is an “interval” cohort study. This is a classical organizational form for biomedical investigations, usually in epidemiology i.e., the study of health and disease in populations. Well-known cohort studies such as the Framingham Heart Disease Study are interval studies. In such studies a cohort is recruited by the investigators and then tracked over time. Participants then return at regular “intervals” (thus the name): in the MACS the participating men return every six months to provide new data and specimens.

In contrast, clinical cohorts are built “on top of” existing medical provision. Their cohorts are formed by drawing together data from patients attending clinics. Sometimes referred to as a “virtual cohort,” in these studies data are collected opportunistically as part of clinical patient care by integrating medical records, occasionally adding specialized instruments (i.e., questionnaires or assays), but largely relying on the existing instruments that are routinely implemented in medical care.

Clinical cohorts are, in part, already data integration projects, drawing together records and data from heterogeneous clinical environments. Clinical cohort studies are enabled by a past sociotechnical innovation in interoperability, in this case largely established during the 1990s. The challenges of integrating clinical data include, for example, distinct records at various clinics, forms written using varying terminologies, or working with the results of different versions of assays. In short, as with the harmonized serostatus data of the MACS discussed above, by the time the data of clinical cohorts reaches the NA-ACCORD their integration too is in the past.

Each of these two organizational forms for research generate systematic invisibilities and visibilities for desired and emergent objects of study, well documented in the biomedical literature [25]. What can be investigated or not depends on study design. I have room only to discuss one example: cohort make-up and the kind of generalizations that can follow.

Interval studies such as the MACS draw their cohorts from the general population unlike clinical cohorts that rely on populations receiving clinical care. An advantage is that interval studies like the MACS can recruit populations that do not have insurance or may not be receiving regular medical care. Thus, interval studies can make generalizable and comparative claims about insured and non-insured (or, under-insured) populations.

In contrast, most clinical cohorts render invisible the experience of disease for uninsured people. In the US not having insurance correlates with marginalized, stigmatized, poorer, and at-risk populations. Diseases will often manifest quite differently (not only ‘worse’) in different gender or racial groups, recreational drug users and so on, and a lack of insurance and treatment greatly impacts disease outcomes. Without such study populations, clinical cohorts cannot generate data on the variability of disease or effectiveness of treatment in those who are uninsured. This is an epistemic disadvantage of clinical cohorts.

However, when it comes to data, even in scientific circles, epistemic advantage is only one consideration amongst many. Cost is another. Even more so in recent years as biomedical funding allocations in the US have contracted.

Clinical cohorts have a vast advantage in costs. Rather than having to recruit and retain their cohorts, they enroll clinicians to do this work for them. Instead of hiring staff or technicians to conduct interviews and assays, clinical cohorts rely primarily on the results of tests that are already done. Thus, the costs of data collection are largely defrayed by relying on already operating routines of collection in clinics that are largely covered by the insurance of patients.

In contrast, the MACS and other interval cohort studies pay the cost for all the activities that lead to data generation. These studies “track” their cohorts by keeping extensive files on their participants and hiring staff to encourage and remind them to come back. They employ staff and technicians to administer interviews and collect specimens. They have labs (or contract out to labs) the various biomedical tests they require. Much of this “up front” data production work is conducted at the expense of a research funding award.

In general, and more recently in the face of challenged funding for biomedical research, clinical cohorts are advantageously placed relative to costs. Estimates vary widely but the annual cost per participant per year in an interval cohort is often cited as an order of magnitude larger than clinical cohorts. Cost becomes relevant as we examine the benefits of data integration in light of the tendency for interoperability projects to abstract away the genesis of its resources, which I address in the next sections.

The Advantages of Data Integration

The members of NA-ACCORD draw on and develop emerging capacities for heterogeneous data integration, large-scale computation and the (semi)automated tools such as medical record abstraction (i.e., drawing data from

---

2 This is not a criticism. I am making a point about the differential value of these organizational forms for scientific investigations, or, in short, what scientific objects they can or cannot generate.
heterogeneous medical record file structures). Such integration projects have been gaining increasing momentum across the social, biomedical and natural sciences. The NA-ACCORD, founded in 2006, shares this ambition with virtually all “cyberinfrastructure” projects initiated around that time (e.g., in the geosciences [34], in the brain sciences [26], in ecology [27]).

Along with the promise that such infrastructures will make research easier, cheaper or faster, there is also the claim that they will make new kinds of knowledge possible. By pulling together data from many cohort studies, projects like NA-ACCORD open new avenues for investigation that may overcome the limitations of any individual cohort, and to enable larger ‘statistically powered’ studies that solidify more authoritative claims. Once again, the goals of interoperability are epistemological, promising to allow us to know more or differently.

Part of the advantages of supercohorts is that they can supersede the disadvantages of both interval and clinical cohorts. Projects like the NA-ACCORD draw together interval and clinical cohort studies and thus enable investigations using data from both. For example, studies relying on the integrated resources of the NA-ACCORD have compared HIV disease outcomes for those with and without insurance [36]. Data from interval cohorts can serve to represent the medical conditions and experiences of those without clinical care, filling in the gaps of clinical cohorts, and by combining the participants in many cohorts these studies can gain the ‘statistical power’ to make more significant claims than any cohort study on its own.

Recalling what data integration is “made of”

In this section I ask, by emphasizing integration are we at risk of forgetting what is being integrated? Projects like the NA-ACCORD are enabled by transformations in the information of its constituent cohorts, in particular the digitization and standardization of data that facilitate downstream integration. But what of the original cohort studies, and all the activities that lead to data that can be integrated? As Bowker and Star have noted of infrastructure more generally [5], interoperability projects tend to abstract away from the practical, technical and organizational activities that they rely on.

In interviewing the computer and information scientists working at NA-ACCORD I was surprised at the thinness of their knowledge of the MACS. Having spent the past few years digging into the MACS’s long list of accomplishments its remarkable history was vivid to me: their contributions to fundamental knowledge of HIV, innovations in method, or the inspiring commitment of their participants during the horrors of the American AIDS crises in the ‘80s and early ‘90s. However, in retrospect the NA-ACCORD members’ lack of historical knowledge of the MACS should come as no surprise. The MACS is only one of a score of projects that they integrate data from. This is another example of the black boxing that occurs with interoperation: it creates an additional layer of abstraction from the practices of data collection, management, or past interoperabilities that have led to the constitution of the datasets that they will integrate. Each of those other cohorts, in addition to the MACS, too have complex, winding histories of tackling the tragedies of the AIDS epidemic and of innovative biomedical science; but those at NA-ACCORD know them only fleetingly. Nor do I for that matter, for those histories are not revealed in detail by studying just the NA-ACCORD.

Throughout the paper I seek to shift attention from data to the where those data come from, seeking to keep present what data interoperation tends to black box. Concretely, those include: the participants that volunteer in those studies; the doctors, staff technicians and complex instrument assemblies that generate data; and the distinct organizational forms called cohorts that enable certain research trajectories while foreclosing others.

When I speak to MACS investigators, very few know the story of HIV serostatus data harmonization I told above – long resolved and buried in its past – but almost all have a sense of the MACS’ narrative in broad stroke: its 30 year history, its multiple scientific accomplishments, its dedicated cohort of participating gay and bisexual men. These understandings are learned as a feature of membership in the MACS’ community of practice. But by the time the data of the MACS reach the NA-ACCORD all this is virtually lost, what remains is a valuable and reliable, if complex, longitudinal dataset, to be harmonized and integrated with a score of datasets from additional cohorts.

On its own, this is not a criticism. Rather, it is an assertion about the trajectory of interoperaed data that tends to abstract away its practical histories. I have a related concern, and I return to the lower costs of data integration to make my point: in the increasingly economically pressured fields of biomedicine, less costly approaches such as clinical studies and (ironically) interoperation infrastructures are threatening the viability of more costly interval studies.

Evaluated on their own, supercohorts are even less costly per participant than clinical cohorts, and orders of magnitude less costly than interval studies. Demanding no subject data collection (often the most expensive feature of any cohort study), these projects bear only the costs of interoperation. Less expensive to fund, seemingly requiring far less effort on the part of investigators to collect and work with data, and more agile and responsive to emerging science, clinical and supercohorts cast interval cohorts as outdated organizational forms. A longer term, and institutional consequence of focusing on cost and the advantages of integration is that the innovations of clinical and supercohorts are producing a discourse that interval cohorts may be obsolete.
Today, the future of the MACS is uncertain, after over 30 years of operations it is on the cutting block. There are many reasons for this, too complex to discuss here (and, notably, it has weathered comparable challenges in the past); I stick to data interoperability and cost. Viewed as a matter of financial cost, “sunsetting” the MACS and other interval cohorts will free millions of dollars annually for the NIH to reinvest in other ventures. Perhaps this is the best course of action. I make no claims here; my only argument is that cost should be weighed alongside the epistemic advantages and disadvantages of these decisions: in cutting interval studies would we not be losing the key investigative advantages of such studies?

I have shown how interval cohorts have specific epistemic advantages over the other two forms. In fact, some of the advantages of supercohorts are fully reliant on the existence of interval cohorts, e.g., without interval cohorts like the MACS, supercohorts cannot make claims about uninsured populations; they just would not have those data. One NIH program officer described the NA-ACCORD to me, in confidence, as a “Ponzi scheme.” Not implying anything elicited, that officer was referring its pyramidal structure, or what I called its “stacked” quality (see figure 1). The NA-ACCORD relies fully on its clinical and interval cohort studies for data to integrate; it contributes nothing back to those projects, instead contributing to the scientific enterprise by offering vaster assemblies of data. Viewed from an epistemic standpoint, without the MACS and other interval cohorts the NA-ACCORD will be diminished in its capacity to generate and investigate certain scientific objects. Because integration projects abstract away where its data come from, in collecting the “wheat” of cohorts’ data they also render invisible the “chaff” that enabled its generation. Perhaps, the costs of data integration projects should be measured better not on their own, but in tandem with those data sources that enable their activities, a more holistic representation of what it costs to make their scientific claims.

In this section of the paper I have sought to keep the sources of data “on stage” at the same time as discussing data integration i.e., where those data and research materials come from, including the subjects/patients who provided them and the activities of data collection. I have sought to keep these present not (only) because of a humanistic interest in the contributions and work of these participants and scientists, but because forgetting these arrangements has consequences for the downstream reuse of their data, and for judgments about the value of these research infrastructures. The strengths and limits of the study designs that generate data are imparted to downstream efforts of integration. Integration may supersede certain limitations, but is ultimately still reliant on its multiple sources to do so. Interoperation tends to abstract away the practical and logistical trajectories that lead to that which is being in interoperated (data), but it does not escape the consequences of those trajectories.

**HOW DO SUBJECT DATA TRAVEL?**

This section will briefly outline the sociotechnical architectures for preserving the privacy of MACS participants. The personally identifying data that is held about MACS participants, whether HIV positive or negative, are never shared. This strategic non-interoperability has been established and reestablished repeatedly in the past thirty years. From its inception the same project that has sought to standardize and render its data reusable, has also sought to develop a sociotechnical system to ensure certain data never travel.

Clearly the identities of the MACS participants must remain confidential: it is a basic principle of modern human subject research. More than this, their identities are particularly sensitive, revealing of their sexualities (just knowing that a man was participating in the MACS would automatically identify them as gay or bisexual) and HIV status, during decades of appallingly prejudiced times (perhaps less so today, but still highly consequential). And yet, in order to track these men over time, preserving their identities is critical for the MACS: both in order to find the men and encourage them to return for an additional study, and in order to create a dataset that longitudinally tracks the health trajectories of each man.

These data are kept separate from the rest (under “lock and key” for the first decades of the project, and new “behind password and encryption”) and only a select group of staff and investigators have access to the men’s real names, their addresses and contact information. Identities do not travel even so far as the coordinating center for the MACS: the centralized archives and those who work there nominally do not know the identities of participants. Identities do not make their way to the NA-ACCORD either: even the numerical confidential identifier that internally links MACS subjects across time is itself turned into a new identifier as data move to NA-ACCORD, adding an additional layer of protection as these data circulate.

MACS members preserve confidentiality at some expense, e.g., the financial and logistical cost of developing systems that keep personally identifying information in secured sites, but also at an epistemic cost their scientific enterprise: i.e., imagine the wealth of research that could be conducted if the MACS’ vast troves of data could be linked to social media traces. In principle identifying data could be copied and reused indefinitely, never depleting their archives while generating granular views of disease trajectory, but in practice the MACS has evolved a complex privacy regime to ensure this is never the case. These efforts at sustaining confidentiality have been challenged repeatedly across their thirty-year history, facing technical innovations of re-identification, legal challenges from public health authorities, and a changing regulatory environment for personal identifying information. Across those challenges, MACS members have sought to preserve confidentiality.
I discuss this privacy regime here to counter any understanding that data “just wants to be free.” Data should not be inspected “on their own” (for instance, from an information theoretic perspective), instead they should be approached relative to the sociotechnical systems that sustain them. Treated on their own, as data like any other, identifying information can be copied and shared as with any other information. But inspected as part of the ecology of infrastructures that sustain them, these data are best understood as part of an operation dedicated to ensuring they do not travel. This is a strategic non-interoperability, an intentional bulwark that limits the range of research so as to preserve confidentiality. Built into the organization of the MACS from inception – and regenerated as data are integrated by the NA-ACCORD – preserving this bulwark is easier (but not easy) to sustain than retrospectively attempting to establish a novel privacy regime.

**DISCUSSION**

In this section I return to the three examples above to draw out three key points about interoperability, and foreclose some possible misunderstandings about my claims (see Table.1). Data interoperability is *relatively irreversible*, and at others times completely irreversible. At its best, data interoperation can provide a *seamless* experience, but working with data is always locally *seamful*. And finally, I ask “is data interoperability a *value*?” and respond that, increasingly, it seems be becoming one.

**Relative irreversibility**

The first case I recounted above of harmonized serostatus data demonstrates a relative irreversibility. In the actor-network tradition Michel Callon has described irreversibility as “the extent to which it is subsequently impossible to go back to a point where that translation was only one amongst others” [6]. Here the translation is from one form of data to another, and a reversible translation would be an interoperation of data that could be conducted anew, in another way. The concept of relative irreversibility emphasizes that change is not an absolute impossibility, but that when continuity is “held together” by heterogeneous actors, change is a complex, multifaceted and daunting prospect.

The very archival methods I employed revealed that the original HIV testing data from the early ‘80s using heterogeneous kits remains available. So too do some documentation about those testing kits, and about the extensive and debated procedure for harmonizing the data. If needed, these data could (perhaps) be re-interoperated in a different way. But this would require a rather daunting effort; far more so than my historical digging to reconstruct this narrative it would require scientists and information managers to come together once again, recall and re-understand long forgotten technical details of testing, and come to a consensus for a new harmonization.

For integrated data where no traces of the original data remain or detailed metadata to regenerate them, a deep reconstruction of how they were interoperated is impossible. For those data that do carry with them extensive documentation about their transformations (an ambitious goal of the current “reproducibility” movement in science [42]), understanding their interoperation may be possible, but even then only at an additional cost in time and effort.

The original cases studied by Callon about electric cars in the 1980s are illustrative. Renault’s efforts to build an electric car failed because of the interdependencies of cars with distributed fuel sources, technical limitations of batteries and electric motors at the time. Recent years have been demonstrating a slow reversal of the “lock in” of gas powered cars, but understanding the rise of the electric car demands looking well beyond the car to the creation of whole new networks of energy distribution, manufacturing and repair.

The interoperation of data, in the best cases, is not irreversible, but doing so requires a far greater additional effort than simply relying on extant assembled data. Most cases are not the best cases, and so, most historically interoperated data are irreversibly so.

**Seamfullness & Seamlessness**

I have emphasized the enabling properties of interoperation as it facilitates downstream work with data. For those interested in working with heterogeneous data, it is far easier to do so if someone has already done the labor of bringing them together. In ideal cases, drawing on such data may be seamless. However, as Janet Vertesi usefully reminds us through her studies of the international operations of NASA, no work is completely seamless. She draws on the concept of *seamfulness* as a cue for scholars of infrastructure that the common ideal of seamlessness is by no means total, and activities within and across such systems always require local articulation work [40].

In a facility in Spain, Vertesi uncovered a tangle of wires and nested cables [44]. Built to operate on the US electrical standard to support NASA equipment, the entire facility was an American enclave within Spanish electrical infrastructure. The tangle of wires contained a transformer that changed the electricity back to the Spanish standard. Tracing the cables from that nest she found the lamps and charging cell-phones of local Spaniards employed at the facility. The little arrangement of technologies she uncovered served to cross-connect multiple nested electrical infrastructures, a locally enacted interoperability.

Vertesi offers us a valuable object to think with, reminding scholars of the local work of making things work, and arresting visions of tidy or seamless operations that could wheedle their way into grand thinking about infrastructure. A corrective for anyone in danger of adopting a naïve understanding about the transparency of interoperation.
The case is similar with data. Today, researchers must always negotiate with their materials. Even the most well preserved, documented, and software supported analysis of data must be carefully worked over before, during and after analysis [43]. Working with data is seamful.

But seamfulness should not obscure the historical quality of interoperability that I have identified. The narratives of seamfullness and seamlessness are entangled [7]. Returning to Vertesi’s example, pulling together three nested electrical systems relies on the established stability of each architecture and tools that have long enabled their interoperation: the stable 240v of the Spanish grid, the 110v of the American, and the little power-bars that have been available for decades to translate between these. The arrangements Vertesi uncovered are locally enacted and cleverly kluged, but those who do so are enabled by the historically established interoperabilities of electricity [10].

So too is working with data: past interoperabilities facilitate downstream articulation work. For example, today you can gain access the MACS public data set, available for a small fee on the National Technical Information Service website. It will arrive to you across networks of post on a CD as information encoded in the standard tables of the statistical software package R. To access them you may (seamfully) need dig up your CD drive, download and install R, but thereafter those data will be available to you to (seamfully) make sense of and use.

In those long tables you will find the HIV serostatus data for thousands of men over decades, but you will not see a scrap of the debates I described above about the changing definition of HIV positive; that interoperability is long resolved, black boxed, and instead (seamlessly) provided to you as clean rows of 1’s and 2’s. In short, once in hand, such data are seamless: they are HIV serostatus in the MACS regardless of the heterogeneous methods and criteria that led to them.

The full trajectory for any investigation relying on the data – i.e., getting data, and then working with them in an analysis – will always remain practically seamful even as the outcomes of past interoperations are presented in tidy seamless tables. Seamfullness and seamlessness are not opposites; they reside together in emergent, intercalated and interdependent relationships. Seamlessness supports seamful work, but no seamlessness works without a seamful resolution.

Is interoperability a value?

“Interoperability is not an end in itself” assert Interop authors Palfrey and Gasser [31]. At first glance, they are correct. We interoperate to achieve something else. But the matter is not so simple. In many, perhaps most, cases today the interoperation of data has no specific end. Rather there is an acknowledgement, or hope, that data may serve many future uses, such as in new investigations, to buttress the accountability of findings, or for public transparency.

Openness (related to but distinct from interoperability) is increasingly encoded into American science policy: at the NIH most awards above 500K are required to share their data and include a plan to do so in their proposals; at the National Science Foundation long-standing requirements for data management plans are receiving increasing enforcement of late. I have focused here on a single interoperability infrastructure, but projects with comparable goals can be found across the sciences and beyond. In these cases, where the purpose of interoperability is open-ended, I tend to think that interoperability has become an end in itself, and arguably, a value [39], norm [28], or virtue [8].

In some sense, interoperability is a value I hold. I cannot question that the MACS and NA-ACCORD, with their carefully preserved and multiply repurposed archives, have contributed to our understanding of HIV disease and to the development and proper administration of treatments. Most of these studies and findings were not envisioned – could not be envisioned – at the inception of the MACS in 1983. Their data have had open-ended uses and that open-endedness has contributed immensely to the health of innumerable people. Ease of integration, comparability or aggregation may similarly benefit many other domains.

In this sense interoperability follows an archival logic [5]; a third meaning for “historical” in addition to the two I have emphasized thus far. As with preserving any archive, in part we interoperate for an indeterminate future: i) an archive contains more than we can know that it does; ii) it has value for people who have yet to use it; and, iii) future approaches and assemblies will yield findings not available to our methods today. As we have seen, interoperability is one strategy for stewarding data and renewing the value of the archive.

But there are also innumerable qualifications to an unhindered value for the archive, its integration with other archives and their emerging uses. I have room to discuss only one here, one that will stand-in for a broader consideration of unanticipated uses: informed consent. How could a man filling in forms in 1984 have conceived that those data would three decades later wind their way into a repository combining data from across North America and used to understand the effects of medical insurance? If his data has found this use, along with hundreds of other actual unanticipated uses, and an indefinite number of future uses, how can we speak of informed consent at all? This man’s privacy has been protected, yes, but another core value of consent is that he will be informed, that is, have some control over the downstream use of his materials. As any scholar of IRB will point out, contemporary goals for data reuse and integration pose immense challenges to our current enactment of informed consent.

I raise the issue of consent as a stand-in for a much broader issue that it reveals: an assumption built into the valuation of interoperability that conulates future uses with good outcomes. There will be unforeseeable future purposes and
uses for well-documented, easily accessible, interoperated data, but it does not follow that those uses will always be beneficial or ethically viable. A much subtler consequence is that since interoperation always relies on a set of situated decisions thereafter built into the interoperated dataset, if poorly documented that too will be black-boxed and therefore consequential in unfolding ways.

In many circumstances today, data annotation, sharing and interoperation are a means to an open-end. In those cases we must keep in mind the thorny consideration that when finally put to a specific end, the downstream use of those data may be at odds with the intentions and commitments of those who contributed to the generation or circulation of those data. To say that someone or thing holds interoperability as a value, norm, or virtue means that they have committed [2], as belief or in practice, to the benefits of interoperability, that these will outweigh its dangers, and perhaps, that they are committed to tackling those dangers.

CONCLUSION

A favored maxim of historical research, particularly in the sociological vein of the study of science and technology, is that “it could have been otherwise.” The phrase serves to mark the local, contingent and sometimes-serendipitous quality of historical trajectories that may otherwise seem inevitable. In this paper I have tried to articulate such a trajectory for data interoperability in an ecology of infrastructures. There are always many ways that data can be brought together; how it is actually done is a negotiation for the actors at hand, i.e., technical capacities, intended uses for data, competing interests, or epistemological commitments. Once brought together those data travel with only traces of their interoperation – often with none at all – largely leaving behind their conditions of assembly, but not their consequences. The interoperation of data can always have been otherwise, and thus so too its consequences: interoperated data and its downstream uses. Black boxed in the past, data can thereafter flow more easily, seamlessly and/or faster. Black boxing is neither an inherently negative nor positive quality, it is infrastructural, in the sense that it enables action at the cost of rendering invisible (or murky) the underpinnings of that action. Use of such seamless resources is never total; it is always accompanied by seamful articulation work.

Under the right conditions, data can be re-interoperated – i.e., assembled anew in a different way – but this requires an additional effort. When such an effort is particularly large we can call data interoperation relatively irreversible, when it is not possible at all, it is irreversible. In a final twist, in some cases (mostly, associated with architectures called “digital”) the internal machineries of these black boxes may change over time with little or no marker of those changes for its users.

I began this paper with a discussion of the divide between two literatures that I feel should be in dialogue: those that examine the challenges of data production, sharing and preservation, and those that focus on the proliferation of data and problems associated with security and privacy. An historical approach to interoperability offers a bridge between these, as contemporary inflections of privacy and security concerns rest upon a long trajectory of data interoperation efforts.

Taken exclusively on their own, data follow the trajectory that scholars of data sharing and preservation have correctly articulated, in sum, as “information just wants to stay still, keep quiet and degrade.” But following their contingent and locally negotiated positioning within networked systems of interoperation, data begin to take on the agency attributed in the phrase “information just wants to be free,” along with its felicitous consequences of ease of access and reuse, and its more dangerous consequences for privacy, security, and other unintended uses. The maxim, “it could have been otherwise” gives us hope, it reminds us that we humans have a role in shaping the future trajectories of data interoperability, but the recognition of irreversibility points to the long backdrop of investments we have already made to the emerging technoscape of data, and the difficulties we will have in “making data flow otherwise,” even if we do begin to make deliberated decisions today for how, what and when we would like to see data flow seamlessly.
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