Chapter 17

Emotion, Motivation, and Pain

Ben Seymour & Ray Dolan

SUMMARY

There is no more potent a motive in life than to preserve the integrity of the self. Our existence as autonomous agents rests on the ability to detect a multiplicity of dangers and threats and respond to them both expediently and effectively. The most important signaling mechanism for imminent harm is the pain system, and it is unsurprising that the quintessential aversive nature of pain serves as a metaphor for non-nociceptive ill feelings. This speaks to the core phenomenological status of pain as providing the most potent signal of imminent harm. Underlying this emotional content are two central properties: conscious perception of unpleasantness and induction of behavior that serves to terminate current and minimize future painful occurrences.

Despite impressive progress in understanding the peripheral and spinal mechanisms of nociception (Hunt and Mantyh 2001, Woolf and Ma 2007, Basbaum et al 2009), we know relatively little about how the brain uses this input to give rise to pain perception and behavior. A systems-level account of pain behavior demands an understanding that spans three distinct levels (Marr 1983) (Fig. 17-1). The first level identifies the specific nature of the problems facing an organism that are ultimately solved by having a pain system. The second level deals with how these problems are solved at a theoretical level. The third level concerns how these solutions are implemented in the brain. Ultimately, the phenomenology of pain arises from processes that subsume all three levels.

The principal function of the pain system is to minimize tissue damage. The breadth of the subjective components of pain, in terms of the perceptual, cognitive, and affective processes evoked, reflects a coordinated engagement of multiple systems. Furthermore, different types of injury and different environmental and physiological contexts can have very different manifestations on behavior ( Eccleston and Crombez 1999, Fields 1999, Price 2000, Villemure and Bushnell 2002, Wiech et al 2008), thus revealing a complexity of levels that argues against any simple, unified model of pain. However, there are undoubtedly core processes that span the diversity of pain experiences, and we focus on this aspect in this chapter.

First we describe how pain perception can be viewed as a problem of inference about the causes of a potentially harmful event. We then describe how motivational value is a key component of this process and how it incorporates not just pain itself but equally the prediction of pain. We discuss how pain and pain prediction lead to an additional set of motivational states related to relief and discuss opponent models of motivation. Next, we illustrate how motivation for choice, which we propose here. An expectation can be seen as a belief, and this in turn can be formalized as a

PERCEPTION OF AVERSIVENESS

The perception of both pain intensity and pain aversiveness is not a simple feedforward process that reads out the amplitude of an ascending nociceptive signal to evoke a conscious unpleasant sensation (Apkarian et al 2005). A wide variety of factors influence perception, including expectation, uncertainty, multisensory input, behavioral and environmental context, emotional and motivational state, self versus externally induced pain, and controllability ( Eccleston and Crombez 1999, Price 2000, Villemure and Bushnell 2002, Fields 2004, Wiech et al 2008, Ossipov et al 2010, Tracey 2010). This illustrates the complex process by which the brain constructs the sensory and emotional sensation of pain and challenges any standard “perception–action” model.

The best-studied contribution to perception comes from expectation, not the least since this lies at the heart of the placebo and nocebo analogical effect (Price et al 2008). In brief, expectation generally biases perception in the direction of that expectation: if one expects a higher degree of pain than is expected, the pain is typically felt as more painful. An expectation, not the least since this lies at the heart of the placebo and nocebo analogical effect (Price et al 2008). In brief, expectation generally biases perception in the direction of that expectation: if one expects a higher degree of pain than is expected, the pain is typically felt as more painful. An expectation, not the least since this lies at the heart of the placebo and nocebo analogical effect (Price et al 2008). In brief, expectation generally biases perception in the direction of that expectation: if one expects a higher degree of pain than is
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In this manner, pain perception becomes a problem of inference in which one tries to infer the most likely intensity of an external nociceptive event given two sources of information, each with their own uncertainty. From a statistical perspective, the optimal way to make this inference is to use the Bayes rule, which simply involves multiplying (and normalizing) the two distributions (Fig. 17-2C). This accounts for the observation that more certain expectancies (i.e., more narrow distributions) appear to exert a stronger influence on subsequent pain (Brown et al 2008).

There is one further important component of pain perception that underlies the well-described distinction between the sensory perception of intensity and the emotional perception of unpleasantness. Whereas perception of intensity can be thought of as representing an accurate statistical estimate of the nature of the pain, the perception of unpleasantness incorporates the overall motivational significance of that pain to the individual. In this way it is clear that the same pain can have very different motivational significance in different physiological, behavioral, and environmental contexts. This can be illustrated in an experimental procedure called “counter-conditioning”—a pavlovian paradigm in which a painful stimulus repeatedly precedes the presentation of some sort (Erofeeva 1916, 1921; Pearce and Dickinson 1975) (Fig. 17-3). As an individual learns the association between the pain and the reward, the aversiveness of the pain is diminished despite an apparently intact ability to appreciate the intensity of the pain. Indeed, this phenomena has sometimes been used as a psychological strategy in the clinical management of pain (Turk et al 1987, Slifer et al 1995).

The concepts of motivational value and utility lie at the heart of emotional accounts of pain. In economic theories of value (discussed in more depth below), the overall expected value of an event is equal to the mean of the product of the probability and value. Thus, since the value function is monotonically increasing (more pain is always worse than less pain), perceptual uncertainty about pain should exert a more dominant effect when above, as opposed to when below, a mean expectation. Although behavioral data suggest that this may well be the case (Arntz and Lousberg 1990, Arntz et al 1991), well-designed studies manipulating the statistics of expectancy and painful stimulation are lacking.

![Figure 17-1. Mechanistic approach to pain. This derives from the approach to systems and computational neuroscience attributable to David Marr. Each of these levels are independent from each other. The first level defines the computational problem that organisms face and must solve in pursuit of self-preservation. The second level speaks to the solution, in algorithmic terms, that an organism actually uses, for example, normative theories that formalize how an organism should optimize behavior to minimize pain within the constraints of evolution and the natural statistics of the environment. The third level addresses how this solution is implemented in the brain, for instance, in terms of the activity of neurons, neurotransmitter systems, network activities, and other processes.](image1)

![Figure 17-2. Pain affect as inference. A, An expectation of any sort contains some sort of information about the nature of a forthcoming stimulus, for example, temperature, as shown here. This information may have variable fidelity and be represented as a probability distribution across possible events and hence captures the statistical knowledge embedded within an expectation. Narrow distributions represent more certain expectations. In principle, any aspect of pain, including intensity, timing, and duration, can be a component of an expectation. B, Ascending nociceptive information can itself be represented as a probability distribution that captures how likely a certain intensity of stimulus (temperature) is given ascending input. Again, a narrow distribution implies more certain information. C, Making an inference involves integrating the expectation (the “prior”) with the ascending nociceptive input (the “likelihood”) to estimate the most likely underlying intensity (the “posterior”) by taking all sources of information into account.](image2)
Even though simple expectancy phenomena may exert an influence on pain affect, it seems unlikely that this explains other instances of modulation (Basbaum and Fields 1978, Fanselow and Baackes 1982, Willer et al 1984, Lester and Fanselow 1985, Gehbart 2004, Granot et al 2008). In particular, pain modulation often displays a sensitivity to behavioral context beyond which an account based on the mean motivational value of pain can explain. Instead, modulation appears to be the result of a “decision” by the pain system (Fields 2006) (e.g., by reducing ascending nociceptive input), which necessitates an account of how motivation and value relate to decision making.

The concept of value captures the implications that a painful episode has on the overall welfare of the individual. In principle, value can be defined on a transitive scale of preferences: pain A has a smaller aversive value than pain B if it is consistently preferred in a forced choice between the two. A dominant approach to understanding motivation in animals and humans has been study of the acquisition of value by events that predict an event of intrinsic value (such as pain). Thus not only does pain itself have aversive value, but so also do events that predict its probable occurrence; when fully predicted in this way, pain merely fulfills its expectation. The core mechanisms of prediction have been studied for decades via pavlovian conditioning, which describes in algorithmic terms what quantities the brain uses in constructing representations of aversive motivational value. Reinforcement learning models are similar to the well-known Rescorla–Wagner (1972) error-based learning rule but extend them to real-time learning in which pavlovian cues can transfer value to each other when chains of them occur in sequential relationships (Sutton and Barto 1987, 1998) (Fig. 17-5).

In the example below, consider a sequence of states that end in a terminal state in which pain is experienced. The goal of learning is to predict the value of the pain expected to occur if one finds oneself at state 1 (i.e., to learn to make predictions as early as possible). Early in learning, the states immediately

**Motivation and Value**

The conditioned response has two important properties. First, it is not merely a copy of the unconditioned response (stimulus substitution) but is appropriate to anticipation of the painful event. Second, it is not unitary in nature but consists of stimulus-specific and general affective components. Stimulus-specific responses reflect the precise nature of the pain being anticipated (e.g., leg flexion in anticipation of foot shock or eye blink in response to a puff of air onto the eye); general responses are specific only to valence and are shared across predictions for any aversive outcome, with the key example being a withdrawal response. Such general aversive responses seem to betray a unitary underlying aversive motivational system, and ingenious experimental designs such as trans-reinforcer blocking provide good evidence of this concept (see Dickinson and Dearing 1979).

One of the challenges in the study of pavlovian motivation is to understand how value is acquired. The importance of statistical contingency is illustrated by the fact that increasing magnitude, probability, and temporal proximity of a painful stimulus increase the magnitude of the pavlovian value (Mackintosh 1983). Furthermore, it is known that learning depends on a prediction error—difference between the expected and actual value of an outcome. Thus, if an outcome is worse (more painful) than expected, the aversive value of the preceding cue increases, and if it is better than expected, the aversive cue value diminishes. This is captured within reinforcement learning models of pain conditioning (Seymour et al 2004, Dayan and Seymour 2009), which describe in algorithmic terms what quantities the brain uses in constructing representations of aversive motivational value. Reinforcement learning models are similar to the well-known Rescorla–Wagner (1972) error-based learning rule but extend them to real-time learning in which pavlovian cues can transfer value to each other when chains of them occur in sequential relationships (Sutton and Barto 1987, 1998) (Fig. 17-5).

In the example below, consider a sequence of states that end in a terminal state in which pain is experienced. The goal of learning is to predict the value of the pain expected to occur if one finds oneself at state 1 (i.e., to learn to make predictions as early as possible). Early in learning, the states immediately

**Figure 17-3. Counter-conditioning.** In this example, a painful injection is paired with a tasty snack in a pavlovian (i.e., classic) conditioning procedure. Before learning, the pain induces innate aversive responses, but after repeated pairing, the reward (appetitive) prediction causes appetitive responses to be elicited.

**Figure 17-4. Pavlovian conditioning.** The basic pavlovian conditioning paradigm involves predictive pairing between a cue (the conditioned stimulus) and a painful stimulus (the unconditioned stimulus) and results in the acquisition of a response (the conditioned response) to the cue. The conditioned response illustrates the acquisition of value, and its magnitude correlates with the magnitude of the unconditioned stimulus. Conditioned responses can be specific to the nature of the anticipated threat, such as arm flexion, or general, such as withdrawal.
preceding the terminal pain state acquire aversive value, but with more experience, the value is transferred backward to earlier states. Beyond this simple example, the value-learning process can easily be modified to incorporate discounting of future options and probabilistic state transitions (Kaelbling et al 1996, Sutton and Barto 1998).

**RELIEF, REWARD, AND OPPONENCY**

The fact that not experiencing pain when expected can be subjectively rewarding illustrates the special relationship between pain (and punishment more generally) and reward (Cabanac 1971). Relief represents a counter-factual state and is bestowed with rewarding properties entirely on the basis of an unfulfilled prediction of aversiveness.

The motivational basis of relief has a long history in experimental paradigms such as conditioned inhibition. In this case, presentation of a cue that predicts that an otherwise expected pain stimulus is omitted acquires appetitive properties, as demonstrated by the difficulty in getting such cues to
acquire aversive contingencies (retardation) and their ability to reduce aversive responses when paired with an aversive cue motivation (summation) (Rescorla 1969).

A slightly different type of relief occurs when tonically presented pain is terminated or reduced. Solomon and Corbit (1974) described how a prolonged aversive state leads to a compensatory rebound affective state when relieved: the longer and greater the magnitude of the aversive state, the more pronounced the pleasantness of the relief state. This illustrates the importance of the relationship between tonic and phasic states, with phasic events being judged not so much by their absolute value but by the relative advantage that they confer in comparison to an existing norm or baseline affective state (Seymour et al 2005, Baliki et al 2010). This is a natural way to motivate homeostatic behavior and can easily be incorporated within a learning framework by learning the value of states over two different time scales (Schwartz 1993, Mahadevan 1996): a slowly learned baseline affective state and a rapidly learned phasic affective state. In this way, a slow time scale component can act prospectively as the comparator for future expected events.

There are three possible schemes by which appetitive and aversive motivational representations might be implemented (ultimately at a neural level) (Fig. 17-7): a single system coding that spans both rewards and punishments, a rectified opponency scheme in which only positive quantities are coded by distinct reward and punishment arms, and a mirror opponency scheme in which the reward and punishment arms code the full range of positive and negative outcomes (which might incorporate a limited amount of rectification). Although studies are limited, existing neurophysiological evidence supports a mirror opponency scheme (Seymour et al 2005).

In real-world aversive behavior, probably the most important role of opponency lies in controlling the later stages of instrumental escape and avoidance behavior, where rewarding property endowed to the avoided state is able to reinforce behavior (discussed below). In human pain research, opponency also arises in placebo analgesia paradigms, which typically use conditioned inhibition designs; for example, placebo analgesic treatment is associated with covert reduction in otherwise expected pain, and thus the placebo treatment becomes a conditioned inhibitor. However, motivational opponency deals with the ability of placebo treatment to motivate behavior, and this may be distinct from an effect on perception of the subsequent pain state itself (Fig. 17-8). This echoes the distinction between “liking” a relief state (conditioned analgesia: a perceptual phenomenon) and “wanting” it (conditioned reinforcement: a motivational phenomenon), both of which can be studied with pavlovian paradigms.

**ACTION AND DECISION MAKING**

Ultimately, the evolutionary justification for pain rests on its ability to engage action that reduces harm. Action is central to theories of motivation and allows an organism to control its environment. The simplest forms of action are the innate responses directly associated with pain and the acquisition of pavlovian pain responses. However, this simplicity is superficial since it conceals a complex and highly specific array of behavior (Bolles 1970, Fanselow 1980, Gray 1987, Fanselow 1994). This includes complex repertoires of...
aggressive (e.g., rearing, fighting) and fear-related (e.g., fleeing and freezing) responses, often with strong sensitivity to the specific nature of the environment. Despite the sophistication of these responses, they ultimately depend on a “hard-wired” innate system of action, which lacks the flexibility to deal with the diversity and uncertainty of many real-world complex environments. This shortcoming is overcome by instrumental learning (operant conditioning) (Mackintosh 1983), which combines the ability to engage in novel actions with the capacity to assess their merits based on an outcome; actions that appear to lead to beneficial outcomes are reinforced (rewards), and actions that lead to aversive outcomes such as pain are inhibited (punishments).

Instrumental learning in the face of pain can take two forms. In escape learning, actions lead to the termination of such as pain are inhibited (punishments). In avoidance learning, actions lead to the termination of stimuli that predict the absence of otherwise expected outcomes (if this is predictable by some sort of cue). Finally, the nature of instrumental learning changes through the course of acquisition: as successful escape and avoidance actions are discovered, the outcome acts as a relief (i.e., a conditioned inhibitor or “safety state”) from the preceding punishment, which is thought to reinforce behavior as though it were a primary reward (Brown and Jacobs 1949, Dinsmoor 2001). The nature of relief after escape and avoidance parallels the Solomon–Corbit and Konorskian opponent motivational states, respectively, and illustrates their importance in action control.

Pavlovian responses and simple instrumental action systems ("habits") all harbor a common property; namely, they are ultimately “reflexive” since they evoke action in response to events in the environment: either pain itself or cues that act as conditioned (for pavlovian responses) or discriminative (for instrumental actions) stimuli. However, animals and humans often engage in action spontaneously, ostensibly to honor their goals. Goal-directed action represents a fundamentally different value and action system, a central property of which is reliance on internal representation of the outcome of an action. This representation is central both to the ability to plan actions to influence the likelihood of an outcome’s occurrence (to increase or decrease it for rewards or punishments, respectively) and to experimental endeavors to differentiate goal-directed actions from stimulus-evoked habits. The latter has typically relied on the sensitivity of action to some aspect of the motivational state, such as hunger or satiety. For example, goal-directed actions for food are characteristically

![Diagram of Pavlovian conditioning and conditioned inhibition](image-url)

**Figure 17-8. Relief and conditioned inhibitors.** A conditioned inhibitor of pain predicts the absence of otherwise expected pain; in this example, the image of the doctor with a needle acts as an excitatory pavlovian aversive cue, and the green topical cream acts as the conditioned inhibitor. The conditioned inhibitor has two distinct effects. First, it can modify the subsequent experience of pain (“liking” a relief state) if it occurs, and this relieving sensation may in part be opioid dependent, as in placebo analgesia (Amanzio and Benedetti 1999). Second, it is associated with the reinforcing state (“wanting”) of relief that motivates action and may in part be dopamine dependent (Beninger et al 1980a, 1980b; Moutsopoulos et al 2008; Bromberg-Martin et al 2010).
sensitive to satiety, with a reduced motivation for food when satiety implying a reappraisal of the value of the goal in the context of the motivational state, a process that does not occur for habit-like actions. Although indirect evidence of this dissociation exists in aversive learning, for instance, by using ambient temperature to manipulate the value of a heat source (Henderson and Graham 1979) and using emetics to manipulate the value of food (Balleine and Dickinson 1991), there has as yet been no clear demonstration in studies of pain.

Another possible source by which actions and values can be acquired is through vicarious observation, and indeed in social organisms such as humans, this may well be one of the predominant sources of information. Observational motivational learning can take two forms: imitation, in which one merely reproduces the actions of another, and emulation, in which one “reverse-engineers” the goals of the action to infer its value. It is important to note that the informational value of vicarious learning is a different construct from empathy and schadenfreude. This describes the “other-regarding” motivational value associated with pain witnessed in others and depends on the existing nature of the relationship between the two beings. Cooperative pairs share empathy, and competitive pairs exhibit positive feelings derived from the distress of others (Singer et al 2006). Thus, empathy is an aversive state because an individual would engage in actions to reduce harm to a conspecific, and this is distinct from the positive informational value associated with understanding what chain of events led to the conspecific receiving pain in the first place.

**ECONOMIC APPROACHES TO PAIN**

Economic approaches to pain are founded on an axiomatic treatment of value along the key dimensions of amount, probability, and time (Kahneman and Tversky 1979, Camerer 2003). In stark contrast to clinical and psychological approaches to pain, an economic approach relies little, if at all, on subjective rating of pain to infer its underlying motivational value, a quantity referred to as “experienced utility.” Rather, it relies on observing the decisions that people make regarding pain to infer a value, or “decision utility.” Behavioral economists have long recognized the dissociation between these two quantities, as manifested, for instance, by the fact that people’s subjective rating of goods is a poor predictor of their subsequent purchasing behavior.

At the heart of economic theories of value is the concept of utility, which is effectively analogous to motivational value in experimental psychology. Importantly, for most quantities (including pain), utility is not linearly related to amount (Cabanac 1986, Rottenstreich and Hsee 2001, Berns et al 2008b) (the amount might refer to the intensity of pain, its duration, or the number of episodes of pain). However utility functions are generally monotonically increasing and typically concave, as shown in Figure 17-9A.

Different approaches can be used to establish the shape of the utility function. One is to identify preference indifferences between differing amounts and probabilities of a “good,” typically the certainty equivalent to a 50% chance of receiving the good, but this is complicated by the observation that people clearly overweight low probabilities of pain (Rottenstreich and Hsee 2001, Berns et al 2008a). A different approach is to assess indifference between pain and some other good, such as the loss of money (see Fig. 17-9B). Importantly, most approaches rely on trading two options, and using preference to infer utility in this way makes assessment incentive compatible; therefore, it makes submitting true judgments rational in a way that passive subjective ratings are not.

Relief can be addressed in a similar manner, with individuals making preference judgments between financial loss and pain by allowing them to buy relief from otherwise expected pain. This sort of behavioral task is ultimately a (goal-directed) avoidance paradigm since it requires evaluation of the net utility of an anticipated amount of pain relief and a super-added financial cost. One way of illustrating subsequent behavior is to express utility as a demand curve (Fig. 17-9C), which shows how much relief a hypothetical “shop” would sell as a function of different prices (Vlaev et al 2009).

A distinct component of economic utility is its sensitivity to time, and it is well documented that people discount rewards that occur successively in the future. However, discounting studies of pain have revealed a surprising result: many people prefer to experience a painful stimulus now over an equivalent stimulus in the future (Berns et al 2006). This is potentially an important observation since it suggests that the actual process of anticipating pain is aversive in itself (termed “affect rich”).

![Figure 17-9](image-url) A, Hypothetical utility function for pain. The slope of the function becomes shallower with increasing amount, thus illustrating decreasing marginal utility at greater amounts, and hence a marginal increase in pain has less additional impact as the overall amount of pain increases. B, Hypothetical indifference curves plotting the differing quantities of two amounts of a good (in this example loss of money and amount of pain) between which an individual is indifferent. The two lines represent two net amounts of utility, equivalent to contour lines of equal utility on a plane of utility. C, Demand curves illustrate the amount of pain relief that would be consumed if relief were sold at a certain price. Relief from higher pain is more leftward, thus indicating that it would sell well at higher prices.
In other words, not only does future pain carry the aversive utility of that expectation, but there is also added aversive utility associated with the state of anticipation per se (Loewenstein 2006). This sort of inverse discounting has potentially important implications for patient decision making about their health since it suggests that people will prefer to "get pain out of the way" if they have the option. Although this seems advantageous, such as by encouraging someone to undergo a painful investigation sooner rather than later, it may mean that people avoid the actual process of thinking about possible future pain when contemplating actions with less clear-cut outcomes (Dayan and Seymour 2009, Huys and Dayan 2009).

**CONCLUSION**

Studies of the emotional and motivational basis of pain reveal a diverse and complex set of processes by which the affective experience of pain is realized. Current research seeks a mechanistic account informed by disciplines such as engineering, computer science, and economics, and this may be critical in understanding how the emotional phenomenology of unpleasantness is generated.

We can draw several broad conclusions. First, pain cannot be explained purely by a simple perception-action model in which peripheral nociceptive signals reflexively evoke a negative emotion. Rather, pain reflects the continuous state of a system that incorporates expectations and beliefs; the behavioral, physiological, and motivation state of the self; and the goals and intentions of future action. Understanding the relationship between online learning and state representation is likely to be critical in understanding how chronic pain develops as a pathological entity (Apkarian et al 2009).

Second, pain is unlikely to be underpinned by a single unified motivational value system. Rather, evidence points to a number of distinct systems of action, including innate, habit-like, and goal-directed systems. Furthermore, these systems may be distinct from the process of pain perception, from which the human conscious judgment of unpleasantness derives. Understanding these multiple value systems, especially the interactions among them, is likely to be critical for interpreting the results from animal experiments, in which explicit judgments are not possible.

Third, understanding decision making is likely to be critical for understanding the complexity of intrinsic pain modulation pathways. It remains an important challenge to understand to what extent pain modulation can be explained by simple perceptual processes and to what extent it derives from a "decision" by the pain system. In the case of the latter, understanding the underlying control system for such decisions may hold the key to novel analgesic strategies in humans.

The references for this chapter can be found at [www.expertconsult.com](http://www.expertconsult.com).
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