ABSTRACT

There is a widespread intuitive sense that different kinds of information spread differently on-line, but it has been difficult to evaluate this question quantitatively since it requires a setting where many different kinds of information spread in a shared environment. Here we study this issue on Twitter, analyzing the ways in which tokens known as hashtags spread on a network defined by the interactions among Twitter users. We find significant variation in the ways that widely-used hashtags on different topics spread.

Our results show that this variation is not attributable simply to differences in “stickiness,” the probability of adoption based on one or more exposures, but also to a quantity that could be viewed as a kind of “persistence” — the relative extent to which repeated exposures to a hashtag continue to have significant marginal effects. We find that hashtags on politically controversial topics are particularly persistent, with repeated exposures continuing to have unusually large marginal effects on adoption; this provides, to our knowledge, the first large-scale validation of the “complex contagion” principle from sociology, which posits that repeated exposures to an idea are particularly crucial when the idea is in some way controversial or contentious. Among other findings, we discover that hashtags representing the natural analogues of Twitter idioms and neologisms are particularly non-persistent, with the effect of multiple exposures decaying rapidly relative to the first exposure.

We also study the subgraph structure of the initial adopters for different widely-adopted hashtags, again finding structural differences across topics. We develop simulation-based and generative models to analyze how the adoption dynamics interact with the network structure of the early adopters on which a hashtag spreads.
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1. INTRODUCTION

A growing line of recent research has studied the spread of information on-line, investigating the tendency for people to engage in activities such as forwarding messages, linking to articles, joining groups, purchasing products, or becoming fans of pages after some number of their friends have done so [1, 4, 7, 9, 15, 20, 22, 23, 29]. The work in this area has thus far focused primarily on identifying properties that generalize across different domains and different types of information, leading to principles that characterize the process of on-line information diffusion and drawing connections with sociological work on the diffusion of innovations [27, 28].

As we begin to understand what is common across different forms of on-line information diffusion, however, it becomes increasingly important to ask about the sources of variation as well. The variations in how different ideas spread is a subject that has attracted the public imagination in recent years, including best-selling books seeking to elucidate the ingredients that make an idea “sticky,” facilitating its spread from one person to another [11, 16]. But despite the fascination with these questions, we do not have a good quantitative picture of how this variation operates at a large scale.

Here are some basic open questions concerning variation in the spread of on-line information. First, the intuitive notion of “stickiness” can be modeled in an idealized form as a probability — the probability that a piece of information will pass from a person who knows or mentions it to another person who is exposed to it. Are simple differences in the value of this probability indeed the main source of variation in how information spreads? Or are there more fundamental differences in the mechanics of how different pieces of information spread? And if such variations exist at the level of the underlying mechanics, can differences in the type or topic of the information help explain them?

The present work: Variation in the spread of hashtags. In this paper we analyze sources of variation in how the most widely-used hashtags on Twitter spread within its user population. We find that these sources of variation involve not just differences in the probability with which something spreads from one person to another — the quantitative analogue of stickiness — but also differences in a quantity that can be viewed as a kind of “persistence,” the relative extent to which repeated exposures to a piece of information continue to have significant marginal effects on its adoption.

Moreover, these variations are aligned with the topic of the hashtag. For example, we find that hashtags on politically controversial topics are particularly persistent, with repeated exposures continuing to have large relative effects on adoption; this provides, to our knowledge, the first large-scale validation of the “complex contagion” principle from sociology, which posits that repeated exposures to an idea are particularly crucial when the idea is in some way controversial or contentious [5, 6].

Our data is drawn from a large snapshot of Twitter containing large coverage of all tweets during a period of multiple months.
From this dataset, we build a network on the users from the structure of interaction via @-messages; for users X and Y, if X includes “@Y” in at least t tweets, for some threshold t, we include a directed edge from X to Y. @-messages are used on Twitter for a combination of communication and name-invocation (such as mentioning a celebrity via @, even when there is no expectation that they will read the message); under all these modalities, they provide evidence that X is paying attention to Y, and with a strength that can be tuned via the parameter t.1

For a given user X, we call the set of other users to whom X has an edge the neighbor set of X. As users in X’s neighbor set each mention a given hashtag H in a tweet for the first time, we look at the probability that X will first mention it as well; in effect, we are asking, “How do successive exposures to H affect the probability that X will begin mentioning it?” Concretely, following the methodology of [7], we look at all users X who have not yet mentioned H, but for whom k neighbors have; we define p(k) to be the fraction of such users who mention H before a \((k + 1)^{st}\) neighbor does so. In other words, p(k) is the fraction of users who adopt the hashtag directly after their \(k^{th}\) “exposure” to it, given that they hadn’t yet adopted it.

As an example, Figure 1 shows a plot of p(k) as a function of k averaged over the 500 most-mentioned hashtags in our dataset. Note that these top hashtags are used in sufficient volume that one can also construct meaningful p(k) curves for each of them separately, a fact that will be important for our subsequent analysis. For now, however, we can already observe two basic features of the average p(k) curve’s shape: a ramp-up to a peak value that is reached relatively early (at \(k = 2, 3, 4\) ), followed by a decline for larger values of k. In keeping with the informal discussion above, we define the stickiness of the curve to be the maximum value of p(k) (since this is the maximum probability with which an exposure to H transfers to another user), and the persistence of the curve to be a measure of its rate of decay after the peak.2 We will find that, in a precise sense, these two quantities — stickiness and persistence — are sufficient to approximately characterize the shapes of individual p(k) curves.

### Variation in Adoption Dynamics Across Topics.

The shape of p(k) averaged over all hashtags is similar to analogous curves measured recently in other domains [7], and our interest here is in going beyond this aggregate shape and understanding how these curves vary across different kinds of hashtags. To do this, we first classified the 500 most-mentioned hashtags according to their topic. We then average the curves p(k) separately within each category and compare their shapes.3

---

1One can also construct a directed network from the follower relationship, including an edge from X to Y if X follows Y. We focus here on @-messages in part because of a data resolution issues — they can be recovered with exact time stamps from the tweets themselves — but also because of earlier research suggesting that users often follow other users in huge numbers and hence potentially less discriminately, whereas interaction via @-messages indicates a kind of attention that is allocated more parsimoniously, and with a strength that can be measured by the number of repeated occurrences [17].

2We formally define persistence in Section 3; roughly, it is the ratio of the area under the curve to the area of the largest rectangle that can be circumscribed around it.

3In Section 2 we describe the methodology used to perform this manual classification in detail. In brief, we compared independent classifications of the hashtags obtained by disjoint means, involving annotation by the authors compared with independent annotation by a group of volunteers. Our results based on the average curves arising from this classification are robust in the following sense: despite differences in classification of some individual hashtags by the two groups, the curves themselves exhibit essentially identical behavior when computed from either of the two classifications separately, as well as from an intersection of the two classifications.
numbers of neighbors in it. This is again broadly consistent with the sociological premises of complex contagion, which argues that the successful spread of controversial behaviors requires a network structure with significant connectivity and significant local clustering.

Within these subgraphs, we can consider a set of sociological principles that are related to complex contagion but distinct from it, centered on the issue of tie strength. Work of McAdam and others has argued that the sets of early adopters of controversial or risky behaviors tend to be rich in strong ties, and that strong ties are crucial for these activities [25, 26] — in contrast to the ways in which learning about novel information can correspondingly benefit from transmission across weaker ties [13].

When we look at tie strength in these subgraphs, we find a somewhat complex picture. Because subgraphs $G_m$ for political hashtags have significantly more edges, they have more ties of all strengths, including strong ties (according to several different definitions of strength summarized in Section 4). This aspect of the data aligns with the theories of McAdam and others. However, the fraction of strong ties in political subgraphs $G_m$ is actually lower than the fraction of strong ties for the full population of widely-used hashtags, indicating the overall greater density of edges in political subgraphs comes more dominantly from a growth in weak ties than from strong ones. The picture that emerges of early-adopter subgraphs for political hashtags is thus a subtle one: they are structures whose communication patterns are more densely connected than the early-adopter subgraphs for other hashtags, and this connectivity comes from a core of strong ties embedded in an even larger profusion of weak ties.

Interpreting the Findings. When we look at politically controversial topics on Twitter, we therefore see both direct reflections and unexpected variations on the sociological theories concerning how such topics spread. This is part of a broader and important issue: understanding differences in the dynamics of contentious behavior in the off-line world versus the on-line world. It goes without saying that the use of a hashtag on Twitter isn’t in any sense comparable, in terms of commitment or personal risk, to taking part in activism in the physical world (a point recently stressed in a much-circulated article by Malcolm Gladwell [12]). But the underlying issue persists on Twitter: political hashtags are still riskier to use than conversational idioms, albeit at these much lower stakes, since they involve publicly aligning yourself with a position that might alienate you from others in your social circle. The fact that we see fundamental aspects of the same sociological principles at work both on-line and off-line suggests a certain robustness to these principles, and the differences that we see suggest a perspective for developing deeper insights into the relationship between these behaviors in the on-line and off-line domains.

This distinction between contentious topics in the on-line and off-line worlds is one issue to keep in mind when interpreting these results. Another is the cumulative nature of the findings. As with any analysis at this scale, we are not focusing on why any one individual made the decisions they did, nor is it the case that that Twitter users are even aware of all the tweets containing their exposures to hashtags via neighbors. Rather, the point is that we still find a strong signal in an aggregate sense — as a whole, the population is exhibiting differences in how it responds to hashtags of different types, and in ways that accord with theoretical work in other domains.

A further point to emphasize is that our focus in this work is on the hashtags that succeeded in reaching large numbers of people. It is an interesting question to consider what distinguishes a hashtag that spreads widely from one that fails to attract attention, but that is not the central question we consider here. Rather, what we are identifying is that among hashtags that do reach many people, there can nevertheless be quite different mechanisms of contagion at work, based on variations in stickiness and persistence, and that these variations align in interesting ways with the topic of the hashtag itself.

Simulated Spreading. Finally, an interesting issue here is the interaction between the $p(k)$ curve and the subgraph $G_m$ for a given hashtag $H$ — clearly the two develop in a form of co-evolution, since the addition of members via the curve $p(k)$ determines how the subgraph of adopters takes shape, but the structure of this subgraph — particularly in the connections between adopters and non-adopters — affects who is likely to use the hashtag next. To understand how $p(k)$ and $G_m$ relate to each other, it is natural to consider questions of the following form: how would the evolution of $G_m$ have turned out differently if a different $p(k)$ curve had been in effect? Or correspondingly, how effectively would a hashtag with curve $p(k)$ have spread if it had started from a different subgraph $G_m$? Clearly it is difficult to directly perform this counterfactual experiment as stated, but we obtain insight into the structure of the question by simulating the $p(k)$ curve of each top hashtag on the subgraph $G_m$ of each other top hashtag. In this way, we begin to identify some of the structural factors at work in the interplay between the mechanics of person-to-person influence and the network on which it is spreading.

## 2. DATASET, NETWORK DEFINITION, AND HASHTAG CLASSIFICATION

### Data Collection and Network Definition. From August 2009 until January 2010 we crawled Twitter using their publicly available API. Twitter provides access to only a limited history of tweets through the search mechanism; however, because user identifiers have assigned contiguously since an early point in time, we simply crawled each user in this range. Due to limitations of the API, if a user has more than 3,200 tweets we can only recover the last 3,200 tweets; all messages of any user with fewer than this many tweets are available. We collected over three billion messages from more than 60 million users during this crawl.

As discussed in Section 1, in addition to extracting tweets and hashtags within them, we also build a network on the users, connecting user $X$ to user $Y$ if $X$ directed at least $t \@$-messages to $Y$. In our analyses we use $t = 3$, except when we are explicitly varying this parameter. The resulting network contains 8,509,140 non-isolated nodes and 50,814,366 links. As noted earlier, there are multiple ways of defining a network on which hashtags can viewed as diffusing, and our definition is one way of defining a proxy for the attention that users $X$ pay to other users $Y$.

### Hashtag Selection and Classification. To create a classification of hashtags by category, we began with the 500 hashtags in the data that had been mentioned by the most users. From manual inspection of this list, we identified eight broad categories of hashtags that each had at least 20 clear exemplars among these top hashtags, and in most cases significantly more. (Of course, many of the top 500 hashtags fit into none of the categories.) We formulated definitions of these categories as shown in Table 1. Then we applied multiple independent mechanisms for classifying the hashtags according to these categories. First, the authors independently annotated each hashtag, and then had a reconciliation phase in which
they noted errors and arrived at a majority judgment on each annotation. Second, the authors solicited a group of independent annotators, and took the majority among their judgments. Annotators were provided with the category definitions, and for each hashtag were provided with the tag’s definitions (when present) from the Web resources WhatHashtag and Tagalus, as well as links to Google and Twitter search results on the tag. Finally, since the definition of the “idiom” category is purely syntactic, we did not use annotators for this task, but only for the other seven categories.

Clearly even with this level of specificity, involving both human annotation and Web-based definitional resources, there are ultimately subjective judgments involved in category assignments. However, given the goal of understanding variations in hashtag behavior across topical categories, at some point in the process a set of judgments of this form is unavoidable. What we find is the results are robust in the presence of these judgments: the level of agreement among annotators was uniformly high, and the plots presented in the subsequent sections show essentially identical behavior regardless of whether they are based on the authors’ annotations, the independent volunteers’ annotations, or the intersection of the two.

To provide the reader with some intuition for the kinds of hashtags that fit each category, we present a handful of illustrative examples in Table 2, drawn from the much larger full membership in each category. The full category memberships can be seen at http://www.cam.cornell.edu/~dromero/top500oth.

### 3. EXPOSURE CURVES

**Basic definitions.** In order to investigate the mechanisms by which hashtag usage spreads among Twitter users, we begin by reviewing two ways of measuring the impact that exposure to others has in an individual’s choice to adopt a new behavior (in this case, using a hashtag) [7]. We say that a user is $k$−exposed to hashtag $h$ if he has not used $h$, but has edges to $k$ other users who have used $h$ in the past. Given a user $u$ that is $k$−exposed to $h$ we would like to estimate the probability that $u$ will use $h$ in the future. Here are two basic ways of doing this.

**Ordinal time estimate.** Assume that user $u$ is $k$−exposed to some hashtag $h$. We will estimate the probability that $u$ will use $h$ before becoming $(k+1)$−exposed. Let $E(k)$ be the number of users who were $k$−exposed to $h$ at some time, and let $I(k)$ be the number of users that were $k$−exposed and used $h$ before becoming $(k+1)$−exposed. We then conclude that the probability of using the hashtag $h$ while being $k$−exposed to $h$ is $p(k) = \frac{I(k)}{E(k)}$.

**Snapshot estimate.** Given a time interval $T = (t_1, t_2)$, assume that a user $u$ is $k$−exposed to some hashtag $h$ at time $t = t_1$. We will estimate the probability that $u$ will use $h$ sometime during time interval $T$. We let $E(k)$ be the number of users who were $k$−exposed to $h$ at time $t = t_1$, and let $I(k)$ be the number of users who were $k$−exposed to $h$ at time $t = t_2$ and used $h$ sometime before $t = t_2$. We then conclude that $p(k) = \frac{I(k)}{E(k)}$ is the probability of using $h$ before time $t = t_2$, conditioned on being $k$−exposed to $h$ at time $t = t_1$. We will refer to $p(k)$ as an exposure curve; we will also informally refer to it as an influence curve, although it is being used only for prediction, not necessarily to infer causal influence.

The ordinal time approach requires more detailed data than the snapshot method. Since our data are detailed enough that we are able to generate the ordinal time estimate, we only present the results based on the ordinal time approach; however, we have confirmed that the conclusions hold regardless of which approach is followed. This is not surprising since it has been argued that sufficiently many snapshot estimates contain enough information to infer the the ordinal time estimate [7].

### 3.3 Comparison of Hashtag Categories: Persistence and Stickiness

We calculated ordinal time estimates $P(k)$ for each one of the 500 hashtags we consider. For each point on each curve we calculate the 95% Binomial proportion confidence interval. We observed some qualitative differences between the curves corresponding to different hashtags. In particular, we noticed that some curves increased dramatically initially as $k$ increased but then started to decrease relatively fast, while other curves increased at a much slower rate initially but then saturated or decreased at a much slower rate. As an example, Figure 3 shows the influence curves for the hashtags

<table>
<thead>
<tr>
<th>Category</th>
<th>Examples</th>
<th>Category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Celebrity</td>
<td>mj, brazil, want2b, regis, sns</td>
<td>Music</td>
<td>luis, jar, musicmonday, pandora</td>
</tr>
<tr>
<td>Games</td>
<td>maltawars, spymaster, mm2, zynga</td>
<td>Political</td>
<td>ltc, glennbeck, obama, ncr</td>
</tr>
<tr>
<td>Idiom</td>
<td>cantlivewithout, dontyouthate</td>
<td>Sports</td>
<td>golf, yankees, nhl, cricket</td>
</tr>
<tr>
<td>Movies/TV</td>
<td>lost, glennbeck, bones, newmoon</td>
<td>Technology</td>
<td>digg, iphone, jargon, photoshop</td>
</tr>
</tbody>
</table>

Table 1: Definitions of categories used for annotation.

Table 2: A small set of examples of members in each category.
 aproximando curvas por persistencia y cohesión.

Cuando una curva de influencia inicialmente aumenta rápidamente y luego disminuye, tiene un valor más bajo de $F(P)$ que una curva $P$ que inicialmente aumenta y luego se estabiliza. Similarmente, una curva de influencia $P$ que aumenta de manera monótona tendrá un valor más bajo de $F(P)$ que una curva $P$ que inicialmente aumenta rápidamente y luego se estabiliza. Por lo tanto, el conjunto $F$ captura algunas diferencias en las formas de las curvas de influencia. En particular, aplicando este conjunto a una curva de influencia nos diría algo sobre su persistencia; el mayor el valor de $F(P)$, más persistente es $P$.

Segundo, dada una curva de influencia $P : [0, K] \to [0, 1]$ y $M(P) = \max_{k \in [0, K]} \{ P(k) \}$ ser la cohesión, que nos da una idea de cuánto la probabilidad de uso de una determinada hashtag basada en el uso más efectivo.

Como $k$ crece, el número de datos utilizados para calcular $P(k)$ disminuye, lo que hace que los intervalos de error sean muy grandes y la curva muy ruidosa. Para tomar esto en cuenta, definimos $P(k)$ cuando la ecualación es menor que un cierto valor $\theta$. En el estudio, comprobamos que los resultados se mantienen para diferentes valores de $\theta$.

**Figura 2: $F(P)$ para los diferentes tipos de hashtags.** Las cruces negras son el promedio $F(P)$ de todos los hashtags, los cruces rojos son el promedio para el conjunto específico, y los cruces verdes indican la intervalo de $90\%$ esperado donde el promedio para el conjunto específico de hashtags se vería si se eligió casualmente. Cada punto es el promedio de un conjunto de al menos 10 hashtags.

**Figura 3: Curvas de exposición muestrales para hashtags #cantlivewithout (azul) y #hcr (rojo).**

Nos interesa encontrar diferencias entre el proceso de propagación de diferentes temas en Twitter. Empezamos mirando si las curvas de influencia de diferentes hashtags tienen curvas de influencia con formas diferentes. Encontramos diferencias significativas entre los valores de $F(P)$ para diferentes temas. Figura 2 muestra el promedio $F(P)$ para diferentes categorías, comparado con un criterio de línea en rojo que dibujamos de un conjunto de categorías del mismo tamaño de forma uniforme al azar del conjunto completo de 500. Vemos que la política y el deporte tienen una valor de $F(P)$ que es significativamente más alto que el esperado, mientras que para Idiomas y Música es más bajo. Esto sugiere que el mecanismo que controla la propagación de hashtags relacionados con deportes o política tiende a ser más persistente que el azar; exposiciones repetidas a usuarios que utilizan estos hashtags afectan la probabilidad de que una persona utilice el hashtag positiva más alta que el promedio. En el otro extremo, para Idiomas y Música, el efecto de exposiciones repetidas se reduce más rápidamente, en comparación con el promedio.

Figura 4 muestra la representación point-wise de la curva de influencia de cada una de las categorías. También nos damos cuenta de algunas de las diferencias en persistencia y cohesión de las curvas. Por ejemplo, la cohesión de los temas Música, Celebridad, Idiomas y política tiende a ser más alta que el promedio para todas las hashtags, mientras que la cohesión de Tecnología, Televisión y Deportes tiende a ser más baja que el promedio. En el otro extremo, estes gráficos nos dan más información sobre por qué encontramos que las políticas y el deporte tienen una alta persistencia mientras que para Idiomas y Música es baja. En el caso de Política, vemos que el valor de la curva de influencia de Deportes comienza por debajo de la curva verde (el intervalo superior de la barra) y a medida que $k$ aumenta, la curva de influencia aumenta más rápido que el promedio. En el otro extremo, estos gráficos sugieren que para Ciencia, la curva de influencia inicialmente aumenta rápidamente y luego se detiene por debajo de la curva verde. Similarmente, la curva de influencia de Música es siempre muy alta y superior a todas las otras curvas, pero cae más rápido que las otras curvas al final.

**Aplicando Curvas de Simplicidad y Persistencia.** Cuando comparamos curvas basadas en cohesión y persistencia,
Figure 4: Point-wise average influence curves. The blue line is the average of all the influence curves, the red line is the average for the set of hashtags of the particular topic, and the green lines indicate the interval where the red line is expected to be if the hashtags were chosen at random.
Table 3: Median values for number of mentions, number of users, and number of mentions per user for different types of hashtags

<table>
<thead>
<tr>
<th>Type</th>
<th>Mdn. Mentions</th>
<th>Mdn. Users</th>
<th>Mdn. Ment./User</th>
</tr>
</thead>
<tbody>
<tr>
<td>All HTS</td>
<td>93,056</td>
<td>15,418</td>
<td>6.59</td>
</tr>
<tr>
<td>Political</td>
<td>132,180</td>
<td>13,739</td>
<td>10.17</td>
</tr>
<tr>
<td>Sports</td>
<td>98,234</td>
<td>11,329</td>
<td>9.97</td>
</tr>
<tr>
<td>Idioms</td>
<td>99,317</td>
<td>26,319</td>
<td>3.54</td>
</tr>
<tr>
<td>Movies</td>
<td>90,425</td>
<td>15,957</td>
<td>6.57</td>
</tr>
<tr>
<td>Celebrity</td>
<td>87,653</td>
<td>5,351</td>
<td>17.68</td>
</tr>
<tr>
<td>Technology</td>
<td>90,462</td>
<td>24,648</td>
<td>5.08</td>
</tr>
<tr>
<td>Games</td>
<td>123,508</td>
<td>15,325</td>
<td>8.61</td>
</tr>
<tr>
<td>Music</td>
<td>87,985</td>
<td>7,976</td>
<td>10.39</td>
</tr>
</tbody>
</table>

Pick one from the following choices:
- The red curve is the influence curve for the hashtag #pickone, the green curves indicate the 95% binomial confidence interval, and the blue curve is the approximation.
- is important to ask whether these are indeed an adequate pair of parameters for discussing the curves’ overall “shapes.” We now establish that they are, in the following sense: we show that these two parameters capture enough information about the influence curves that we can approximate the curves reasonably well given just these two parameters. Assume that for some curve \( P \) we are given \( F(P) \) and \( M(P) \). We will also assume that we know the maximum value of \( k = K \) for which \( P(k) \) is defined. Then we will construct an approximation curve \( \tilde{P} \) in the following way:
  1. Let \( \tilde{P}(0) = 0 \)
  2. Let \( \tilde{P}(2) = M(P) \)
  3. Now we will let \( \tilde{P}(K) \) be such that \( F(\tilde{P}) = F(P) \). This value turns out to be \( \tilde{P}(K) = \frac{M(P) + K \times (2 + F(P) - 1)}{K} \).
  4. Finally, we will make \( \tilde{P} \) be piecewise linear with one line connecting the points \((0, 0)\) and \((2, M(P))\), and another line connecting the points \((2, M(P))\) and \((K, \frac{M(P) + K \times (2 + F(P) - 1)}{K})\).

Figure 5 shows an example of an approximation for a particular influence curve. In order to test the quality of the approximation \( \tilde{P} \) we define the approximation error between \( \tilde{P} \) and \( P \) as the mean absolute error
\[
E(P, \tilde{P}) = \frac{1}{K} \sum_{k=0}^{K} |(P(k) - \tilde{P}(k))|
\]
and compare it with the mean absolute of the error \( E(P) \) obtained from the 95% confidence intervals around each point \( P(k) \). The average approximation error among all the influence curves is 0.0056 and the average error of based on the confidence intervals is 0.0050. The approximation error is slightly smaller, which means that our approximation is, on average, within the 95% confidence interval from the actual influence curve. This suggests the information contained in the stickiness and persistence parameters are enough to accurately approximate the influence curves and gives more meaning to the approach of comparing the curves by comparing these two parameters.

Frequency of Hashtag Usage. We have observed that different topics have differences in their spreading mechanisms. We also found that they differed in other ways. For example, we see some variation in the number of mentions and the number of users of each category. Table 3 shows the different median values for number of mentions, number of users, and number of mentions per user for different types of hashtags. We see that while Idioms and Technology hashtags are used by many users compared to others, each user only uses the hashtag a few times and hence the total number of mentions of the these categories is not much higher than others. On the other hand, only relatively few people used Political and Games hashtags, but each one of them used them many times, making them the most mentioned categories. In the case of games, a contributing factor is that some of users of game hashtags allow external websites to post on their Twitter account every time they accomplish something in the game, which tends to happen very often. It is not clear that there is a correspondingly simple explanation for the large number of mentions per user for political hashtags, but one can certainly conjecture that it may reflect something about the intensity with which these topics are discussed by the users who engage in such discussions; this is an interesting issue to explore further.

4. THE STRUCTURE OF INITIAL SETS

The spread of a given piece of information is affected by the diffusion mechanism controlled by the influence curves discussed in the previous section, but it may also be affected by the structure of the network relative to the users of the hashtag. To explore this further, we looked at the subgraph \( G_m \) induced by the first \( m \) people who used a given hashtag. We found that there are important differences in the structure of those graphs.

In particular, we consider differences in the structures of the subgraphs \( G_m \) across different categories. For each graph \( G_m \), across all hashtags and a sequence of values of \( m \), we compute several structural parameters. First, we compute the average degree of the nodes and the number of triangles in the graph. Then, we defined the border of \( G_m \) to be the set of all nodes not in \( G_m \), who have at least one edge to a node in \( G_m \), and we define the entering degree of a node in the border to be the number of neighbors it has in \( G_m \).

We consider the size of the border and the average entering degree of nodes in the border.

Looking across all categories, we find that political hashtags are
Table 4: Comparison of graphs induced by the first 500 early adopters of political hashtags and average hashtags. Column definitions: I. Average degree, II. Average triangle count, III. Average entering degree of the nodes in the border of the graphs, IV. Average number of nodes in the border of the graphs. The error bars indicate the 95% confidence interval of the average value of a randomly selected set of hashtags of the same size as Political.

<table>
<thead>
<tr>
<th>Type</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>All HTS</td>
<td>1.41</td>
<td>384</td>
<td>1.24</td>
<td>13425</td>
</tr>
<tr>
<td>Political</td>
<td>2.55</td>
<td>935</td>
<td>1.41</td>
<td>12879</td>
</tr>
<tr>
<td>Upper Error Bar</td>
<td>1.82</td>
<td>653</td>
<td>1.32</td>
<td>15838</td>
</tr>
<tr>
<td>Lower Error Bar</td>
<td>1.00</td>
<td>112</td>
<td>1.16</td>
<td>11016</td>
</tr>
</tbody>
</table>

5. SIMULATIONS

We have observed that for some hashtags, such as those relating to political subjects, users are particularly affected by multiple exposures before using them. We also know that the subgraphs on the category in which the most significant structural differences from the average occur. Table 4 shows the averages for political hashtags compared to the average for all hashtags, using the subgraphs $G_{500}$ on the first 500 users. In brief, the early adopters of a political hashtag message with more people, creating more triangles, and with a border of people who have more links on average into the early adopter set. The number of triangles, in fact, is high even given the high average degree; clearly one should expect a larger number of triangles in a subgraph of larger average degree, but in fact the triangle count for political hashtags is high even when compared against a baseline consisting of non-political hashtags with comparable average degrees. These large numbers of edges and triangles are consistent with the predictions of complex contagion, which argues that such structural properties are important for the spread of controversial topics [6].

Tie Strength. There is an interesting further aspect to these structural results, obtained by looking at the strength of the ties within these subgraphs. There are multiple ways of defining tie strength from social media data [10], and here we consider two distinct approaches. One approach is to use the total number of @-messages sent across the link as a numerical measure of strength. Alternatively, we can declare a link to be strong if and only if it is reciprocated (i.e., declaring $(X,Y)$ to be strong if and only if $(Y,X)$ is in the subgraph as well, following a standard working notion of reciprocation as a proxy for tie strength in the sociology literature [14]).

Under both definitions, we find that the fraction of strong ties in subgraphs $G_m$ for political hashtags is in fact significantly lower than the fraction of strong ties in subgraphs $G_m$ for our set of hashtags overall. However, since political subgraphs $G_m$ contain so many links relative to the typical $G_m$, we find that they have a larger absolute number of strong ties. As noted in the introduction, standard sociological theories suggest that we should see many strong ties in subgraphs $G_m$ for political topics, but the picture we obtain is more subtle in that the growth in strong ties comes with an even more significant growth in weak ties. Understanding these competing forces in the structural behavior of such subgraphs is an interesting open question.

5.1 The Simulated Model

We wish to simulate cascades using the measured $p(k)$ curves, the underlying network of users, and in particular the observed subgraphs $G_m$ of initial adopters. In this discussion, and in motivating the model, we refer to the moment at which a node adopts a hashtag as its activation. We operationalize the model implicit in the definition of the function $p(k)$, leading to the following natural simulation process on a graph $G = (V,E)$.

First, we activate all nodes in the starting set $I$, and mark them all as newly active. In a general iteration $t$ (starting with $t = 0$), we will have a currently active set $A_t$ and a subset $N_t \subseteq A_t$ of newly active nodes. (In the opening iteration, we have $A_0 = N_0 = I$.) Newly active nodes have an opportunity to activate nodes $u \in V - A_t$, with the probabilities of success on $u$ determined by the $p(k)$ curve and the number of nodes in $A_t - N_t$ who have already tried and failed to activate $u$.

Thus, we consider each node $u \in V - A_t$ that is a neighbor of at least one node in $N_t$, and hence will experience at least one activation attempt. Let $k_t(u)$ be the number of nodes in $A_t - N_t$ adjacent to $u$; these are the nodes that have already tried and failed to activate $u$. Let $\Delta_t(u)$ be the number of nodes in $N_t$ adjacent to $u$. Each of these neighbors in $N_t$ will attempt to activate $u$ in sequence, and they will succeed with probabilities $p(k_t(u) + 1), p(k_t(u) + 2), \ldots, p(k_t(u) + \Delta_t(u))$, since these are the success probabilities given the number of nodes that have already tried and failed to activate $u$. At the end, we define $N_{t+1}$ to be the set of nodes $u$ that are newly activated by the attempts in this iteration, and $A_{t+1} = A_t \cup N_{t+1}$.

5.2 Simulation Results

We simulate how a cascade that spreads according to the $p(k)$ curve for some hashtag evolves when seeded with an initially active user set of other hashtags. In total, there are $250,000 \ p(k)$, start set hashtag combinations we examine. We additionally vary the size of the initially active set to be 100, 500, or 1,000 users. Since we want to study how a hashtag blossoms from being used by a few starting nodes to a large number of users, we must be careful about how we select the size of our starting sets. We believe that these initial set sizes capture the varying topology observed in Section 4 and are not too large as to guarantee wide-spreading cascade. For 100 and 500 starting nodes we run five simulations on each ($p(k)$, start set) pair, and for 1,000 starting nodes we run only two simulations.

The simulation is instrumented at each iteration; we record the size of the cascade, the number of nodes influenced by active users,

---

Footnote: The results are similar for $G_m$ with a range of other values of $m \neq 500$. which political hashtags initially spread have high degrees and extensive clustering. To what extent do these aspects intrinsically go together? Do these types of political hashtags spread effectively because of the close-knit network of the initial users? Are political subjects less likely to successfully spread on sparsely connected initial sets?

In this section, we try to obtain some initial insight into these questions through a simulation model — not only in the context of political hashtags but also in the context of the other categories. In particular, we develop a model that naturally complements the process used to calculate the $p(k)$ functions. We perform simulations of this model using the measured $p(k)$ functions and a varying number of the first users who used each hashtag on the actual influence network. Additionally, we record the progression of the cascade and track its spread through the network. By trying the $p(k)$ curve of a hashtag on the initial sets of other hashtags, and by varying the size of the initial sets, we can gain insight into the factors that lead to wide-spreading cascades.
and the number of inactive users influenced by active users. Furthermore, each simulation runs for at most 25 iterations. We found that this number of iterations was large enough to observe interesting variation in cascade sizes yet still be efficiently simulated.

We calculate the mean and the 5th, 10th, ..., 95th percentiles of cascade sizes after each iteration. For each category, we measure these twenty measures based on all of the simulations where the $p(k)$ hashtag and the starting set hashtag are both chosen from the category. We then compare these measurements to the results when a random set of hashtags is used to decide the $p(k)$ curve, the starting set, or both the $p(k)$ curve and the starting set. The cardinality of this random set is the same as the number of hashtags in the category. We sample these random choices 10,000 times to estimate the distribution of these measured features.

Using these samples, we test the measurements for statistical significance. In particular, we look at how the ‘category’ cascades (those in which both hashtag choices are from the category set) compare to cascades in which the $p(k)$ curve or starting set hashtags were chosen randomly. In all of the following figures, the red line indicates the value of the measurements over the set of simulations in which $p(k)$ curve and the start set come from category hashtags. The blue line is the average feature measurement over the random choices, and the green lines specify two standard deviations from the mean value. The cascade behavior of a category is statistically significant with respect to one of the measured features when most of the red curve lies outside of the region between the two green curves.

We compare how the $p(k)$ curves for a category perform on start sets from the same category and on random start sets. We additionally evaluate how random $p(k)$ curves and category $p(k)$ curves perform on category start sets. In general, categories either performed below or above the random sets in both of these measures. Some particular observations are:

- **Celebrities and Games**: Compared to random starting sets, we find that start sets from these categories generate smaller cascades when the $p(k)$ curves are chosen from their respective categories. This difference is statistically significant.
- **Political and Idioms**: These categories’ $p(k)$ curves and start sets perform better than a random choice. This is especially true for the smaller cascades (5 - 30th percentiles).
- **Music**: This category is interesting because the music $p(k)$ curves perform better than random $p(k)$ curves on music starting sets, music $p(k)$ curves perform better on random starting sets than on music starting sets, regardless of the number of initially active users. This is the only category in which the $p(k)$ and start set ‘goodness’ differs.
- **Movies, Sports, and Technology**: These categories don’t exhibit particularly strong over or underperformance compared a random choice of $p(k)$ hashtags and starting set hashtags.

6. CONCLUSION

By studying the ways in which an individual’s use of widely-adopted Twitter hashtags depends on the usage patterns of their network neighbors, we have found that hashtags of different types and topics exhibit different mechanics of spread. These differences can be analyzed in terms of the probabilities that users adopt a hashtag after repeated exposure to it, with variations occurring not just in the absolute magnitudes of these probabilities but also in their rate of decay. Some of the most significant differences in hashtag adoption provide intriguing confirmation of sociological theories developed in the off-line world. In particular, the adoption of politically controversial hashtags is especially affected by multiple repeated exposures, while such repeated exposures have a much less important marginal effect on the adoption of conversational idioms.

This extension of information diffusion analysis, taking into account sources of variation across topics, opens up a variety of further directions for investigation. First, the process of diffusion is well-known to be governed both by influence and also by homophily — people who are linked tend to share attributes that promote similarities in behavior. Recent work has investigated this interplay of influence and homophily in the spreading of online behaviors [2, 8, 3, 19]; it would be interesting to look at how this varies across topics and categories of information as well — it is plausible, for example, that the joint mention of a political hashtag provides stronger evidence of user-to-user similarity than the analogous joint mention of hashtags on other topics, or that certain conversational idioms (those that are indicative of shared background) are significantly better indicators of similarity than others. There has also been work on the temporal patterns of information diffusion — the rate over time at which different pieces of information are adopted [9, 18, 21, 24, 30]. In this context there have been comparisons between the temporal patterns of expected versus un-
expected information [9] and between different media such as news sources and blogs [21]. Our analysis here suggests that a rich spectrum of differences may exist across topics as well.

Finally, we should emphasize one of our original points, that the phenomena we are observing are clearly taking place in aggregate: it is striking that, despite the many different styles in which people use a medium like Twitter, sociological principles such as the complex contagion of controversial topics can still be observed at the population level. Ultimately, it will be interesting to pursue more fine-grained analyses as well, understanding how patterns of variation at the level of individuals contribute to the overall effects that we observe.
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