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Abstract. Without having in place data-driven metrics that give a holistic business perspective of software integration testing laboratories, leaders of the DoD’s weapons programs are unable to optimize the performance of these full-system and subsystem integration labs that test and certify integrated hardware and software during the development, modernization, and sustainment of the U.S. military’s integrated and complex systems. Yet these metrics are not available across the DoD lab footprint, even though the labs’ significance is growing in parallel with the military’s rapid shift from using equipment with capabilities based on advanced hardware to equipment that is dependent on fully integrated, complex systems of both hardware and software.

This game-changing shift is now evident in weapons programs throughout the military. It’s seen, for example, in the F-35 program, whose software over the years has increased in size to approximately 24 million source lines of code, which has made the testing more difficult and led, in part, to the program’s multiyear delays (see Figure 1).

As this shift intensifies, so too does the program leaders’ need to successfully compare the operations of any lab to that of any other lab, each of which today approaches software integration testing with its own particular processes for measuring its progress and success. They simply need to be able to answer several pertinent questions that they cannot answer now, such as the following:

- Is the lab running at the appropriate level of efficiency, effectiveness, and cost, and if not, how can the current level of performance be improved?
- Can the lab handle additional testing and, if so, how much should be moved there and from where?
- Should the lab be updated and, if so, how much money should be spent on the update?

Figure 1
The amount of software in military avionics systems has skyrocketed

Source lines of code (SLOC) for select avionics programs (in thousands)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>F-16A Block 1</td>
<td>135</td>
<td></td>
<td></td>
<td>1,700</td>
<td>6,800</td>
</tr>
<tr>
<td>F-16D Block 60 (1984)</td>
<td></td>
<td>236</td>
<td></td>
<td></td>
<td>10,000</td>
</tr>
<tr>
<td>F-22 Raptor (1997)</td>
<td></td>
<td></td>
<td>1,700</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-35 Lightning II (2006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6,800</td>
</tr>
<tr>
<td>F-35 Lightning II (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10,000</td>
</tr>
<tr>
<td>- Operational and support software</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>24,000</td>
</tr>
</tbody>
</table>

Note: SLOC for F-16 and F-22 are at first operational flight. F-35 SLOC figures are from first test flight and current estimates/sources.


The Need for Metrics That Matter

The need to have metrics that matter when making decisions facing software integration labs was recently underscored by Robert Ferguson of Carnegie Mellon University’s Software Engineering Institute (SEI). Ferguson’s 2012 research shows that using project dashboards and following the right measurements are critical to project management because they provide managers with the information they need to perform different tasks at the correct times—much like the dashboard of a car leads to a successful journey by preventing the driver’s running out of gas, going over the speed limit, or arriving late [1].

Ferguson showed a project dashboard—which should be constructed to suggest different decisions about product quality, and about directing and controlling the work—provides measures for the critical areas of project decision making. These measures include scheduling, resource allocation, scope and change, product quality, and effective process performance. In addition, the dashboard should do the following:

- Forecast milestones and delivery of scope
- Provide clear warnings if the plan is not working or an unplanned event has affected some desired outcome
- Support re-estimation and re-planning by showing the magnitude of the problem

Measures like these have never been more important than in today’s environment in which software integration labs deliver the software and hardware capability weapon programs must have to win on the battlefield—a critical role the labs can perform only if they have the metrics they need.

Unfortunately, most software and program leaders today are attempting to make decisions without metrics that matter to them. Primarily, they have engineering- and technology-based metrics—metrics that are of value to those who care mostly about being able to test a single piece of equipment, not manage the overall operation of a lab or group of labs. What they need are metrics that are valid to those who must make command-level decisions from a holistic business perspective.

When DoD leaders try to make decisions like moving one lab’s testing to other labs, they run headlong into major problems caused by the lack of metrics that really matter. Since each lab measures its progress and success with its own unique processes, decisions across the footprint are made using a nonstandard, and often ad hoc, approach. And with no standard set of metrics, leaders are uncertain about what the available metrics mean, which ones matter, and how they can use them to make fully informed command decisions about the system integration labs. Their confusion is compounded by the lab contractors’ belief that since the labs use different technologies, test different equipment, and have completely different workloads, they cannot provide the metrics needed to compare operations—a belief that has been proven groundless in many other industries.

It was this confusion that led the leaders of a major avionics program in the DoD to determine they needed to significantly improve the way they looked across multiple labs to compare...
operating costs, performance, and other key metrics. Through research they concluded that the metrics that matter the most for use in the system integration labs would come from examining operations with similar capital-intensive processes.

They found the metrics they needed in manufacturing and operations, which has long been using a standard set of metrics—capacity, efficiency, effectiveness, and capability—to compare the operations of manufacturing plants, regardless of what the plants were producing. While the type of work done in these manufacturing facilities—inputting parts, assembling them, and outputting completed products—differs greatly from that of the integration labs—inputting software code and hardware, running tests against the code, and putting out a report on whether the code is good or bad—the processes are similar. Therefore, the metrics can be similar as well (see Figure 2). Although much has been written about software estimation and quality, [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21], much less has been written about software integration testing.

The metrics found in these plants are derived from the body of work in manufacturing excellence that crosses many industries having similar processes, although a variety of products. They also are perfectly applicable to software integration labs. And now a few decision makers across the labs are starting to discover that these metrics—capacity, efficiency, effectiveness, and capability—enable them to not only measure and improve each software lab’s cost and performance but to effectively manage all their labs as they test software systems that are fast becoming the strategic weapons on which the military’s future success depends.

These four metrics closely resemble those of the overall equipment effectiveness (OEE) framework that was developed over the years to measure how effectively a process was executed in a manufacturing facility, and is now being used across industries, including the automotive sector. This framework was designed to give leaders the metrics to compare processes across factories and industries—the metrics they simply have to understand if they are to manage effectively their businesses and operations.

OEE, as research shows, is based on a standard set of metrics for understanding the manufacturing process [22]. It is captured through the following formula: OEE = machine availability x machine performance x product quality. The result is presented as a percentage that can be used to understand how the current manufacturing process of a plant is performing, and to determine how one or all three of these factors can be changed to improve this performance. It can also be used to compare performance across manufacturing plants within a company, throughout an industry, or across industries.

Additional research has shown that OEE can be applied more generally to operations, plants, and machinery. An article from 2003, for example, shows how cross-functional teams can apply OEE principles to multiple areas of operations and further shows that OEE principles can be applied to areas beyond manufacturing, pointing the way to its application in software integration labs [23].

Leaders in the avionics program tweaked this framework for use within the department’s software integration laboratories. They have learned that the four metrics—capacity, efficiency, effectiveness, and capability—are easily transferable to the labs because their measurements are directly comparable to those made in the automotive factories (see Figure 3).

### Figure 2
The metrics for manufacturing and for software testing labs are similar

<table>
<thead>
<tr>
<th>Production metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Manufacturing</strong></td>
</tr>
<tr>
<td>Capacity</td>
</tr>
<tr>
<td>Efficiency</td>
</tr>
<tr>
<td>Effectiveness</td>
</tr>
<tr>
<td>Capability</td>
</tr>
</tbody>
</table>

Source: A.T. Kearney analysis

### Figure 3
Software metrics for laboratory performance

**Capacity**

While automotive factories count their output of vehicles per hour, software integration labs measure capacity by counting the number of tests executed per hour.

This metric, measured in test points, is the throughput per hour in terms of a lab’s ability to execute its raw work. Test points, which at a basic level represent specific criteria to evaluate for validation and successful testing (for example, specific engineering performance values or, for a smoke test, the expected system output to a standard set of inputs), are used as a basis for the starting point for lab capacity. Test points are executed within a variety of test types, such as integration, verification, and regression tests. They are a measure of how much work, in total units, could be accomplished if the lab worked nonstop around the clock.

Capacity is measured in test points, which can easily be converted into derivative metrics like shift, daily, and yearly capacity. And it serves as the best proxy for lab size, showing whether the lab equates to a factory that is big or small. Knowing this capacity will, among other things, help DoD leaders determine whether the work they want to shift to another lab can be handled by that lab or not, vis-à-vis capability or capacity.

Because test points are the basic unit of lab production, comparing dollars per test point is the core indicator of a lab’s cost. Using this comparison, decision makers can determine, for example, the cost of running a test or of finding a defect—such
as a major defect that would cause the postponement of an unmanned vehicle’s mission or a minor defect that might cause the malfunction of a truck’s power steering.

Efficiency

While automotive factories check the number of “lemons” produced each hour, software integration labs measure efficiency by checking the number of tests executed hourly “on condition.”

This quality metric indicates how well a lab is doing its work. If it can do 100 units of work each day, but only 50 units, on average, are correct, the labs’ efficiency metric would be quite low.

“On-condition” is a test executed successfully—a determination based on the checklist and setup procedures handed down by the system engineers. Since the test is successful, it does not need to be performed again. Efficiency measures the percentage of tests executed correctly—not whether the software being tested passed or failed the test—and is calculated by dividing test points on condition by total test points attempted. “Off-condition” is a test that must be repeated because an error occurred in testing methods or setup. A false “on-condition” test is properly executed on condition, but it must be repeated because further analysis shows the test package was poorly designed.

Tightly linked, lab capacity and efficiency are often measured together to provide a clear understanding of their combined effect. With baselines derived from this combination, leaders can begin making command-level decisions about issues such as how a given action would change the lab’s throughput, how a different action would affect the lab’s cost per hour or cost per defect, and how some other action would impact the lab’s efficiency or capacity.

Effectiveness

While automotive factories count the number of quality assurance fixes, software integration labs measure effectiveness by counting the number of software defects.

This metric points out how good a lab is at discovering errors. If, for example, its primary purpose is to find defects or certify code, the number of work units to defects could be a measure of effectiveness.

Effectiveness is measured by the number of test points executed per defect found, and it is calculated by defect found divided by test points attempted. This measurement of the lab’s testing procedure shows how many tests must be run before the lab starts finding errors in the testing procedure. This metric is based on the assumption that labs have the capability to properly test the code. Testing capability means having the subject matter expertise, the appropriate number of personnel, and the right equipment to test the code. Since this metric measures the lab’s ability to find defects in an existing code base, the resulting output of the metric is driven by the quality of the code being tested by the lab. Since quality of code can vary greatly across different development types and teams, this metric should not be used as an absolute value to compare labs across different development types. Instead, the trending of this metric within projects of similar size and scope can help a lab administrator track a lab's performance compared to historical testing efforts.

In a white paper on their research into software defects, SEI’s Julie Cohen, Robert Ferguson, and William Hayes show that classifying defects appropriately and tracking them differently can increase lab effectiveness [24]. They suggest quantifying the priority of addressing these defects by assigning a Risk Priority Number (RPN) to each defect, a number that is calculated with “three distinct attributes of failure sources”: severity, “a rating of the adverse impact of the failure”; occurrence, “how often the source of failure is encountered”; and detection, “how detectable the failure is when it occurs.”

While not specifically addressing defects in software integration labs, the SEI authors underscore the need to view the defect data in the appropriate way with the appropriate metrics. This approach is essential to solving the broader issues DoD leaders face as they try to more effectively manage labs across the footprints.

Capability

While automotive factories explore the functionality of their equipment and what each factory can make, software integration labs measure capability by exploring the ability of each lab to meet the overall requirements.

This metric is the skill set of a lab’s workforce and the functionality of its equipment. It is used to compare how well each lab can test specific areas of the software and is the function of three factors:

• Knowledge, which is assessed across product, functions, and technology, and is proven through work experience requiring expertise in the product, function, and technology areas
• Competency, which is assessed across current work behaviors and skills required to perform the work and proven by the existence of artifacts, such as current job descriptions and training, which are used to validate managers’ and directors’ scores for their teams and specific knowledge areas
• Capacity, which is measured by the availability and readiness of the lab’s resources (human and infrastructure) to perform an activity

Because capability is also directly affected by a lab’s equipment composition, this composition must be analyzed in any lab-to-lab comparison.

Capability plays a major role in leaders’ overall management decisions because it has an implicit effect on the other three metrics that matter. Therefore, its impact on each of these metrics must be understood before making changes to the size, experience, or skill set of the workforce.

Approach to Applying the Metrics That Matter

When the leaders of the avionics weapons program began to evaluate the current strategy for software integration labs and to explore alternative models that might deliver better value, they quickly learned they needed metrics on which to base decisions—data-driven metrics that matter. In order to complete the evaluation, the team developed metrics that illuminated each lab’s actual performance. These metrics drove the assessment of software integration labs and enabled leaders to accurately measure and compare lab performance across the footprint. They made possible the direct lab comparisons for analysis and enabled the leaders to create a business case to model future-state scenarios and compare cost savings, transition risks, and steady-state capacity risks across scenarios (see Figure 4).

As an example of the power that using the correct metrics gives
to business leaders evaluating testing labs, Figure 5 describes a hypothetical model of additional hours of test time required during a lab transition scenario. By understanding a lab’s normal throughput in tests and operational efficiency (first time right execution), the effects of the overall program test hours can be estimated as different areas of the lab are shut down to transition.

In this example, the lab is transitioning in two phases, each of which will reduce the testing capacity of the lab during the transition time. Using the appropriate metrics the leaders can estimate the impact to the program and additional hours required to keep the same level of testing results as before the transition started (revised test hours).

Besides evaluating the labs’ current strategy and exploring alternative value models, the assessment’s specific objective was to reduce the labs’ life cycle costs by moving the program’s testing from its current location to potential alternatives and to do so without degrading current performance. The program also set out to answer questions about the attributes of the current lab footprint; about alternatives to the current lab environment; about the costs, benefits, and risks of the current plan and the proposed alternatives; and about the recommended strategy (current plan versus proposed alternatives).

The program met its objective with a thorough analytical review of the current long-term strategy and potential alternatives. In doing so, it determined that the best value alternative would result in the lowest life cycle cost with manageable risk while not degrading lab capabilities or performance.

Results

The metrics developed during the assessment provided the information needed for the leaders to recommend that the avionics program transition the testing to the alternative labs but maintain the current lab’s performance and its operator and equipment capability. This result provided less risk during the transition as well as steady state. It also saved more than 30 percent in life cycle costs, for a total net present value savings of hundreds of millions of dollars (see Figure 6).

Using the metrics, the team modeled several courses of action through the perceived end-of-life. From these, it recommended a clear course of action for moving the testing, including the expected cost savings, transition risks, and potential risks.

The clear, communicable metrics that were created reflect lab capacity, efficiency, effectiveness, and capability—the four metrics that matter to program leaders and make it possible for them to manage labs more effectively.

Assessing the performance of the system integration labs not with ad hoc metrics valued only by technicians and engineers but with a standard set of metrics that matter to decision makers needing a holistic business perspective can lead to valuable manufacturing-environment benefits, such as the following:

- **Transparency.** With a clear, communicable set of metrics, leaders can quickly and accurately assess performance and capacity. In addition, fact-based, apples-to-apples comparisons will enable them to contrast the performance of one lab to that of others.
- **Cost savings.** Historically, cost advantages between labs have been hidden behind immaterial metrics. Now equal, meaningful metrics highlight current cost-saving opportunities.

![Figure 4](image)

**Figure 4**

**Lab comparison across common metrics**

<table>
<thead>
<tr>
<th>Key performance indicators</th>
<th>Dollars per test point ($K)</th>
<th>Hours per test point</th>
<th>Dollars per defect ($K)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lab 1</strong></td>
<td>5.0</td>
<td>9.0</td>
<td>47.0</td>
</tr>
<tr>
<td><strong>Lab 2</strong></td>
<td>33.0</td>
<td>40.0</td>
<td>705.0</td>
</tr>
</tbody>
</table>
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**Figure 5**

**Example analytic framework for workload shift across integration labs**

<table>
<thead>
<tr>
<th>Demand calculation</th>
<th>Illustrative</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nominal demand</strong></td>
<td><strong>Baseline</strong></td>
</tr>
<tr>
<td><strong>Test hours</strong></td>
<td>200</td>
</tr>
<tr>
<td><strong>Adjusted capacity</strong></td>
<td>Raw capacity (test points/HR)</td>
</tr>
<tr>
<td><strong>First time right</strong></td>
<td>90%</td>
</tr>
<tr>
<td><strong>Adjusted demand</strong></td>
<td>Adjusted test points executed</td>
</tr>
<tr>
<td><strong>Demand adjustment</strong></td>
<td>Performance variance (test points)</td>
</tr>
<tr>
<td><strong>Hours surge required</strong></td>
<td>23 hrs at 1.62 aTPs/hr</td>
</tr>
<tr>
<td><strong>Revised test hours</strong></td>
<td>200</td>
</tr>
</tbody>
</table>

* aTPs/hr: Adjusted test points per hour. Adjusted test points = raw test points / hour * first time right percent.

Source: A.T. Kearney analysis
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**Figure 6**

**Focusing on metrics that matter can reduce life cycle costs**

<table>
<thead>
<tr>
<th>Program life cycle costs</th>
<th>Illustrative</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre metrics</strong></td>
<td><strong>Post metrics</strong></td>
</tr>
<tr>
<td>100%</td>
<td>70%</td>
</tr>
<tr>
<td>30%</td>
<td></td>
</tr>
</tbody>
</table>

Source: A.T. Kearney analysis
• Risk mitigation. The metrics will take into account current and future lab capacity, allowing for more accurate estimates of cost and potential schedule delays.

• Negotiations support. The metrics will provide the facts on which the best negotiations are based and enable DoD leadership to accurately size and negotiate requirements for contracting labs. Moreover, with these metrics that matter, program leaders will have the solid measures they need to develop a full understanding of the labs’ current level of efficiency, a starting point on which to base both minor and command-level decisions for the future and for determining the impact of those decisions—whether they are about adding capacity, reducing costs, hiring employees, improving throughput and quality, or similar issues. And as they make these decisions that will drive the effectiveness and savings of labs across the footprint, they will further strengthen labs’ role in delivering the most advanced systems to U.S. weapon programs.
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