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As a child, I watched The Jetsons; it was a great show that I thoroughly enjoyed, but it led me to picture a 21st century where we would all be teleporting or driving personal spacecrafts to work. Likewise, my envisioned work environment included robots, mobile phones, and automated food mechanisms arriving at my desk at timely intervals throughout the day to provide hot and delicious snacks—all of this located within my organization where we manufactured fabulous cosmic products.

Looking back, if you trade my Toyota 4Runner for the spacecraft, my imagination was amazingly accurate. Allow me to compare my anticipated workplace with reality: Currently, my organization is heavily involved in robotics for use in various arenas; my cell phone can connect to anywhere in the world and can tell me where in the world I am; we produce software for use in all five levels of the Earth's atmosphere and outer space; and, for a few coins, I can eat food served to me from a vending machine—all of these are great advancements. Okay, the vending machine is a bit of a stretch, as at-work food delivery, or the quality of the snacks, hasn't evolved much. I guess we still have frontiers to be explored—at least gastronomically, if not astronomically.

The November/December issue of CROSSTalk, themed 21st Century Defense, explores slightly different advancements specific to the software defense industry. The software battlefront now includes laptops, desktops, servers, PDAs, cell phones, personal identification cards, and even a soldier's clothing. Each of these devices are utilized in our defense of the nation, as well as used against us by cyberattackers. Similarly, developing nations are advancing their technology at a more rapid pace than ever before. Electronic warfare (attack, support, and protection), drones, artificial intelligence, space platforms, miniature weaponry, and directed energy are all part of the new strategies planned in the defense of nations. Many of these weapons are non-lethal, but not all; many are aimed at rendering defense forces powerless by destroying software and systems before they can serve their purpose. The need to progress in our defense strategies and capabilities has never been greater, and this issue of CROSSTalk presents several ideas to forward the cause.

We begin with The Combat-Wireless Health Monitoring System by MAJ Phillip G. Burns, who shares advances in identifying and monitoring a soldier's health and assessing injuries during combat, in turn speeding traumatic care and saving lives. Next, Susan Chandler and Jerrod Loyless’ PKI: The DoD’s Critical Supporting Infrastructure for Information Assurance (IA) explores the effective use of public key cryptography and how the Air Force is employing this technology to improve IA. In our final themed article, Summer Olmstead and Dr. Ambareen Siraj discuss the definition, history, laws, and defense methodologies of the new battlefront in Cyberterrorism: The Threat of Virtual Warfare.

Also in this issue, Anthony David Scott, Michael Malloy, Peter Clay, and Mark Masone’s article—Certification and Accreditation of SOA Implementations: Programmatic Rules for the DoD—provides some interesting and valuable guidance for those faced with rapidly changing requirements on an SOA project. Finally, don’t miss Jim O’Brien’s Preparing for an Internal Assessment Interview, which offers practical insights regarding the nature of assessors and assists organizations in successfully participating in and surviving their next assessment.

It is our hope that this issue of CROSSTalk will set the reader's mind in motion, stimulating new thoughts in regard to the future of software defense. There is no doubt that together, with the collective ideas and innovation of today, we will continue to be safe and secure well into the 22nd century.

Karl Rogers
Director, 309th Software Maintenance Group
Co-Sponsor
The Combat-Wireless Health Monitoring System

MAJ Phillip G. Burns
U.S. Army

The proposed combat-wireless health monitoring system (C-WHMS) allows for the seamless monitoring of a unit’s medical readiness during combat operations, facilitating rapid injury identification and treatment. The C-WHMS quickly identifies soldiers who may have sustained traumatic injuries and whose lives may be saved by attending to them during the so-called “golden hour,” as well as provides historical data to improve re-deployment and post-deployment health assessments.

“It is triaged with pertinent patient information. Once the casualty is transported either to a battalion aid station or major treatment facility, as required. As of today, the MC4 system has recorded more than 10 million electronic patient encounters using the MC4 system [1]. This technology, however, does not dynamically track injured soldiers at the point of injury. Research is underway to do just that by providing combat medics a means to remotely monitor casualties. One such technology is the Warfighter Physiological Status Monitor (WPSM). The WPSM will provide commanders and medics with the ability to actively monitor vital signs, core temperatures, and skin temperatures. Based upon acoustic measurements, ballistic impact detection will be monitored by the WPSM [2]. Researchers successfully tested the WPSM during a WMD exercise, remotely measuring vital signs and core temperatures of test subjects donned in chemical protective suits [3]. This research did not monitor concussions sustained by casualties.

This article proposes the development of a new C-WHMS as an alternative to the WPSM. The C-WHMS enhances the diagnostic capabilities of combat medics. The C-WHMS has yet to be built, but the reference technology is currently available. This article serves as a blueprint for combining technology into a single system.

Without replacing the assessment or decision-making responsibilities of unit leadership and medical staff ... the C-WHMS will allow the combat medic to perform real-time monitoring of the unit’s medical readiness during combat operations ...”

Bluetooth Overview
Bluetooth networks (piconet) are generally comprised of seven slave nodes and one Master Node. If the Bluetooth is a Class I device, then the maximum communication distance is 100 meters in ideal conditions.

Bluetooth versions, prior to Bluetooth Version 2.1 + Enhanced Data Rate (EDR), communicate with their Master Nodes through a three-staged process: inquiry procedure, paging procedure, and established connection. Previous versions also supported the ability to avoid collisions with other slave nodes vying for the Master Node’s attention via a back-off algorithm. According to researchers, this peer discovery and connection process led to a latency period not conducive to health care. They propose using Bluetooth Version 2.1 + EDR [4].

Researchers also argue that paging procedures—the main cause of connection latency—are not needed in Version 2.1 of Bluetooth.
2.1; thus, the previous Bluetooth versions’ three-staged connection procedure is collapsed into two stages: inquiry procedure and data delivery. Version 2.1 provides extended inquiry response, allowing 240 bytes of data transferred, along with the slave node’s inquiry procedure [5].

Through simple secure pairing, researchers indicate that Version 2.1 can use public and private key pairing. This allows limited protection against passive eavesdropping and man-in-the-middle attacks [5]. With 79 possible channels and a frequency hopping rate of 1,600 hops per second, security is enhanced with Version 2.1.

To validate this level of security, testing in an electronic monitoring environment that replicates the battlefield environment is needed. Various components of the C-WHMS are based upon technologies geared to support the civilian sector. Power emissions of the Bluetooth device may need to be reduced to present a smaller footprint and target.

Finally, an election process is needed to elect Master Nodes when the primary Master Nodes are not available due to power failure or when out of communication range. In this article, the slave node is referred to as the Soldier’s Local Server (SLS). The Master Node, however, retains its designation.

Components of the C-WHMS
The Military Smart Shirt

The Military Smart Shirt concept is based upon research and development of a smart shirt prototype by Georgia Tech in 1996. Initially funded by the Defense Advanced Research Projects Agency through the Department of the Navy, the smart shirt uses optical fibers to detect bullet and shrapnel wounds, using special interconnected sensors to monitor the body’s vital signs during combat conditions. The smart shirt provides, for the first time, a systematic and personalized way of monitoring soldiers’ vital signs—such as heart rate, electrical activity in the heart, body temperature, and pulse oximetry (SpO2)—in an unobtrusive manner [6]. According to the researchers:

Just as special-purpose chips and processors can be plugged into a computer motherboard to obtain the desired information processing capability (e.g., high-end graphics), the chosen motherboard paradigm provides an extremely versatile framework for the incorporation of sensing, monitoring, and information processing devices. [7]

Several versions of the smart shirt have been produced. With each succeeding version, the garment has been continually enhanced from all perspectives: functionality, capability, comfort, ease of use, and aesthetics. VivoMetrics provides a commercially developed example of another approach to monitoring vital signs with the LifeShirt [8].

Based upon Georgia Tech’s initial research, Figure 1 illustrates a proposed Military Smart Shirt, consisting of a three-lead electrocardiogram (EKG) monitoring system, optical fibers, and a control box. Since the Military Smart Shirt can monitor multiple vital signs, it doesn’t need to be restricted to taking an EKG. For instance, SpO2 is very useful for seeing if there is enough oxygen in the blood (and going to the brain). The three-lead EKG monitoring system periodically performs a check of the soldier’s vital signs. The control box receives vital signs from the three-lead EKG monitoring system, then forwards sensed data to the SLS—a wearable watch (as shown in Figure 2).

In addition to the three-lead EKG monitoring system, the Military Smart Shirt consists of optical fibers. These fibers are interconnected with sensors that gauge whether or not they have been severed due to a foreign object, registering the exact location of an entrance or exit wound. After the penetration of the Military Smart Shirt, continuous monitoring of the soldier’s vital signs is required. The control box monitors the system health of the shirt and records data from optical fibers and the three-lead EKG monitoring system.

In [9], the authors illustrate how data transfer paths for the Military Smart Shirt must be programmed to ensure effective integration and communication between the control box and sensors via optical fibers. The arrangement of the control box is critical in creating an architecture that is wearable, washable, and flexible, while serving as a motherboard that can fulfill stated requirements. Power consid-
operations are an important consideration as well. Ongoing missions will require a means to repower or replace power-depleted Military Smart Shirts.

The ACH Concussion Monitoring System

The concussion monitoring system is the second component of the C-WHMS, as embedded in the ACH. Concussions sustained by soldiers are a major concern of military leadership. The goal is to quickly and accurately assess cases of suspected brain trauma injuries.

Currently, the Military Acute Concussion Evaluation (MACE) exam is used extensively by military medical personnel to confirm the diagnosis of a mild or severe case of brain trauma. As a tool, MACE is based upon the soldier's medical history of previous brain trauma injuries and uses standardized tests to gauge the impact of the brain injury on memory and concentration [10]. MACE lacks electronic records of actual brain trauma sustained during combat operations. The proposed concussion monitoring system provides an automated means to electronically record brain trauma injury, providing real-time notification to combat medics; it augments—but does not replace—MACE.

There are two options for automating the means of electronically recording traumatic brain injuries. The first option is based upon Riddell’s product: Riddell Revolution IQ HITS. This system is a football helmet capable of storing up to 100 impacts. This equipment sends impact data to wireless monitoring systems located on the sidelines [11].

Figure 3 shows that an ACH can be retrofitted with sensors that serve dual purposes: as cushions and impact sensors. The control box would be located behind the rear stabilizing pad and would monitor data from impact sensors. As soldiers may potentially drop their ACH while not wearing it, false positives can be reduced by requiring all sensors to have positive contact with the wearer’s head for the system to function.

Figure 4: Combat Medical Dashboard System

If a severe impact is sensed, then the data is stored in the control box and is forwarded to the SLS. An outtake of the soldier’s vital signs is taken to determine the medical status of the soldier and whether or not the soldier is in the beginning stages of shock. The control box can store 100 counts of impact that exceed threshold levels as well as associated vital signs, forwarding data to the SLS if a registered impact exceeds pre-established thresholds.

The second option is the Helmet Sensor as tested and fielded by the Project Manager Soldier Survivability Team at Fort Hood, Texas. Testing demonstrates that a one-ounce monitor can track the concussions and overpressure that a soldier experiences during a blast event. The sensor system can easily record a month’s worth of data, downloading data via a USB port to a computer [12]. This is the more promising and viable of the two options. Adapting this technology to wirelessly forward traumatic brain injury information to the SLS could prove extremely beneficial.

The SLS

The SLS is the third component and is a member node of the Bluetooth network, communicating with its controlling Master Node. This Master Node communicates with the combat medic’s dashboard system (CMDS). Communication with the Master Node is not soldier-initiated, and is predetermined prior to the start of a mission.

There are many commercially available biometric watches that support Bluetooth technology. Such watches have the ability to monitor the wearer’s heart rate. Such technologies demonstrate the feasibility of Bluetooth transmission of GPS signals to an array of devices, such as PDAs and smart phones, for the purpose of navigation.

In August 2000, a team of IBM researchers began the task of building a wearable server, designed as a watch. They developed a Bluetooth-enabled prototype that runs on Linux and X11 [13]. This system has the potential to run the services required to monitor the Military Smart Shirt and the concussion monitoring system, as it is able to store and transmit vital signs that cross pre-established thresholds. In addition, it is recommended to add to the wearable server the ability to conduct heart rate monitoring in the event the shirt becomes inoperable.

The SLS compares received vital signs
against stored baseline averages. This is important because missions differ, requiring soldiers to put forth varying levels of physical exertion. Upon conclusion of the mission, vital sign values are transmitted to the medical server located at the battalion aid station via the Master Node and the CMDS. This data is relevant for both re-deployment and post-deployment health assessment as the data is included in the soldier’s electronic medical record (EMR), facilitating communication between supporting healthcare professionals.

The Master Node

The Master Node is the fourth component, Bluetooth-enabled to the Single Channel Ground and Airborne Radio System (SINCGARS), or a squad radio variant. This radio is operated by unit leadership. The authors of [14] indicate a need for the development of a communication link between a PDA and a SINCGARS radio, outlining functional and nonfunctional requirements to accomplish this capability [10]. Linking the SINCGARS radio with the Master Node and the CMDS can possibly augment communication distances.

The Master Node is the controlling member of a seven-member piconet. Since infantry squads are divided into two-five man teams, the seven-member is ideal to support team-level maneuvers, as well as a single High Mobility Multipurpose Wheeled Vehicle crew. This Master Node relays messages from its piconet to the CMDS; however, communication is not initiated by the squad leader. This allows vital medical information to be forwarded to the combat medic without impacting the overall mission. This seamless transmission of medical data does not exempt leaders from their responsibility of checking on the welfare of their subordinate soldiers as the mission dictates. It does, however, facilitate the rapid identification of soldiers who may have become casualties, requiring immediate evacuation.

The CMDS

The last component, the CMDS, is based upon the principles of Business Activity Monitoring. Figure 4 illustrates the dashboard as adapted to the combat medic’s needs. The CMDS provides an iconic view of the unit’s medical readiness. The goal is to ultimately interface the CMDS with the Army’s MC4.

There are four sets of icons at the heart of this notification; they show:

- vital signs, any optical fiber severing, ACH impact counts that exceed pre-established limits, and system diagnostics. Each icon has a number in the center representing the number of alert messages.
- As the combat medic receives an alert message on their CMDS, the combat medic has the ability to drill-down, reviewing individual alert messages (as needed) by simply double-clicking the icon.
- The combat medic’s prioritization of medical needs and medical resources is based upon a green, amber, and red color-coded scheme. A green icon indicates normal operation; an amber icon indicates caution; and a red icon scheme indicates a potential emergency situation that can lead to a loss of limb or life if left unchecked. The handling of alert messages is discussed later in this article.

The proposed CMDS has the capability to communicate with a doctor via video-conference. Telemedicine extends beyond diagnostic capabilities and tools already available to the combat medic. Telemedicine supports the combat medic as he or she stabilizes a soldier under the direct supervision of a doctor prior to transport, even though time and distance limit the doctor’s ability to be physically present. In these critical cases, the CMDS allows combat medics to consult directly with a doctor or physician’s assistant via an attached video camera, showing the extent of injuries. The CMDS supports the storage of the soldier’s EMR as synchronized with the medical server. This allows doctors to view the same EMR data as the combat medic has on the CMDS screen.

Telemedicine allows the combat medic to continue medical support while in transit to the battalion aid station or combat hospital. Also, the battalion aid station is equipped with a variant of the CMDS, allowing consultation over the Internet with other healthcare professionals (as needed). The next section demonstrates the logical flow of the C-WHMS in action, relating the five components of the C-WHMS.

C-WHMS: How it Works

Figure 5 presents a logical flow of responses by the sensors to the operational environment, enhancing the medical status reporting of units conducting combat patrols or convoy operations. Figure 5 starts with the SLS. The SLS represents the soldier and the soldier’s network of sensors, including the ACH concussion monitoring system and Military Smart Shirt. Embedded within the squad communication system, a Bluetooth-enabled device monitors the medical readiness of the soldier.

If the device detects an abnormality in sensed data, then that data is routed along five decision points (DPs). The first decision point, DP1, provides the first essential filtering function. DP1 asks if the abnormality of sensed data is vital sign-related only, related to a concussion...
sustained by the casualty, or a puncture of the Military Smart Shirt, indicating the potential entrance of a bullet or shrapnel fragment.

If the answer is yes, then sensed data is routed to DP3, which asks: Does the sensed data represent a statistical deviation of the soldier's baseline of stored vital signs value? If the sensed data is not a statistical deviation from the norm, then the monitoring system continues its passive monitoring. If the sensed data presents a statistical deviation from the norm, then an alert message is routed from the Master Node to the combat medic.

If the answer to DP1 is no, then DP2 is queried: Is the sensed data coming from the Military Smart Shirt or the ACH concussion monitoring system? If the answer to DP2's query is related to the ACH concussion monitoring system, then DP4 checks to see whether or not a concussion is registered by the system. If a concussion is sensed, an alert message is sent from the SLS through the Master Node to the combat medic.

If the answer to DP2's query is Military Smart Shirt-related, then DP5 checks to see if it has registered a locatable puncture. The exact location of the puncture is essential. At this point, vital signs are measured regularly in order to determine whether or not the soldier is in shock. As this shock is a significant event, a high-alert message is immediately forwarded to the combat medic. If the exact location of the puncture cannot be determined, a check of the Military Smart Shirt's operational status is performed. If it is not functional, the combat medic receives a low-level alert message, and the soldier's vital signs are monitored as a precaution. The combat medic monitors the operational situation, contacting the soldier as the mission dictates.

At the conclusion of the military operation, the Master Node (as directed by the patrol or convoy commander) conducts a network call, retrieving data stored from all members of its piconet. This data is stored in the medical server and is accessible and used during redeployment and post-deployment health assessments.

**Handling of Alert Messages**

Alert messages are handled in the following manner: Icons representing vital signs, the severing of optical fibers, and impact counts display a color code with a number representing the total number of associated alert messages. Alert messages are forwarded from the SLS through the Master Node to the CMDS.

Red alert messages are forwarded automatically to the unit’s battalion aid station or supporting combat hospital. This allows the next level of medical care to prepare for a potential influx of casualties. Also, the soldier's EMR is forwarded to the next level of medical care: thorough review of the soldier's EMR (for allergies to any medications) and medical history (for mitigation of any potential complications). Red alert messages are of highest priority. Unit leadership is notified immediately of this type of message because it indicates a high possibility that a loss of limb or life may result if left unchecked.

Alert messages contain sensed data as well as the GPS location of the injured soldier. If the sensed data pertains to the severing of optical fibers, the exact location is sent along with the alert message in order to help the combat medic accurately identify entrance and exit wounds (as needed). Vital signs are included in all alert messages as this allows the combat medic to monitor the soldier for shock.

Amber-colored alert messages are forwarded to the next level of medical care for information purposes only. This allows the battalion aid station to track changes as they occur, pre-position medical supplies as the condition deteriorates, and brief the battalion commander on up-to-the-minute medical readiness information. Amber alert messages are of medium concern, handled locally when the mission permits. Green alert messages are a low priority and handled locally when the mission permits. They are not automatically forwarded to the next level of medical care unless the combat medic decides to send the data.

**Conclusion**

This article shows it is demonstrably feasible to develop the C-WHMS with available wireless technologies. Tailoring such technology to meet the needs of the military could yield benefits in the arena of military healthcare and battlefield triage, potentially saving lives. Off-the-shelf software, specific to the medical community, should be evaluated in greater detail, modifying it as necessary to adapt to military uses for medical care.
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This article demonstrates to the DoD software community how an emerging field—pervasive healthcare—can be applied to a military setting. A central feature of pervasive healthcare is ubiquitous computing. Ubiquitous computing is the seamless and unobtrusive integration of information systems into everyday objects. The proposed C-WHMS illustrates this concept—where the return on investment is not so much monetary as it is the preservation of human life. Since the C-WHMS is a concept for now, the ROI is not based upon monetary value.
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PKI: The DoD’s Critical Supporting Infrastructure for Information Assurance

Susan Chandler
Booz Allen Hamilton

The DoD’s Public Key Infrastructure (PKI) provides general-purpose PKI services to a broad range of applications through effective use of public key cryptography. This article presents a quick overview of the Defense-in-Depth strategy, briefly explains key PKI elements and security mechanisms, and addresses how the Air Force is employing this technology to improve information assurance (IA).

As the Internet rapidly expanded in the 1990s, so did the DoD’s usage of the Web to provide global support to the warfighter. The Internet, being an open environment, was not secure enough to conduct mission-critical, unclassified transactions. Therefore, to fully benefit from this new medium, a more secure capability had to be put into place. Specifically, Internet-based transactions would need to provide a reliable means to conduct private communications between parties on the public Internet, verify a party’s identity over the Internet, replace handwritten signatures, and ensure that data is not altered during transmission.

Today, adversaries, in their current quest to subvert DoD capabilities by debilitating critical information assets, are coming from all directions. Terrorists, hackers, unfriendly nation states, and various types of criminal elements—motivated by the acquisition of top-secret intelligence, financial gain, intellectual property theft, denial of service, or simply pride in exploiting a notable target—are routinely attacking DoD networks. Their methods range from passively monitoring communications to social engineering to full-blown active network attacks with viruses and other malicious means.

Consequently IA, at least in DoD terms, is achieved when information and information systems are protected against such attacks through the application of critical security services such as availability, integrity, authentication, confidentiality, and non-repudiation.

**Defense-in-Depth Strategy: A Quick Overview**

The DoD’s Defense-in-Depth strategy is a practical method for achieving IA in today’s highly networked environments [1]. It uses a best practices approach that relies on intelligent applications of existing techniques and technologies. The strategy recommends a balance between the protection capability and the cost, performance, and operational considerations of the overall DoD mission. Comprised of a robust and integrated set of IA measures, the strategy hinges on the balanced focus of three primary elements: people, technology, and operations (see Figure 1).

The people element encompasses establishing, applying, and enforcing applicable policies and procedures, assigning roles and responsibilities, committing resources, training critical personnel (e.g., users and system administrators), and requiring personnel accountability [1]. This includes establishing physical security and personnel security measures to control and monitor access to facilities and critical elements of the IT environment such as networks and systems.

A wide range of technologies are available that provide IA services and intrusion detection. To ensure the right technologies are procured and deployed, the technology element focuses on the establishment of effective policies and processes for technology acquisition and is grounded on two primary IA principles: defense in multiple places and having layered defenses.

Given that adversaries can attack from multiple points using either insiders or outsiders, protection mechanisms at multiple locations are in place to facilitate resistance to all classes of attacks [1]. Focus areas (shown in Figure 2) include defending:

- **Networks and Infrastructure.** Protecting the local and wide area communications networks and providing confidentiality and integrity protection for data transmitted over these networks.
- **Enclave Boundaries.** Deploying firewalls and intrusion detection to resist active attacks.
- **The Computing Environment.** Providing access controls on hosts and servers to resist insider, close-in, and distribution attacks.

The best available IA products can still have inherent weaknesses; therefore, multiple and layered defense mechanisms are deployed as unique barriers between the adversary and its target to deter exploitation of possible vulnerabilities, increase the probability of detection, and reduce the chances of successful penetration [1]. Focus areas include multiple supporting infrastructures:

- Deployment of nested firewalls at outer and inner network boundaries.
- Specification of security robustness of each IA component as a function of the value of what it’s protecting.
- Deployment of robust key management infrastructures and PKIs that support all IA technologies and are highly resistant to attack.
- Deployment of methods to detect intrusions, analyze and correlate the results, and then react accordingly.

**PKI as a Supporting Infrastructure**

Now that the big picture is in place, it’s time to illustrate how the PKI and its foundational element of public key cryptography is
PKI: The DoD’s Critical Supporting Infrastructure for Information Assurance

Figure 2: Defense-in-Depth Focus Areas

Figure 3: Secret Key Cryptography

of scale. The secret key shared between two parties (e.g., Alice and Bob shown in Figure 3) must be different from the secret key shared between Alice and someone else; otherwise, the confidentiality of messages intended for Bob is compromised. Because the same is true for every user, this community could collectively hold millions of unique secret keys. As the community grows, the storage and maintenance of such large numbers of keys becomes unmanageable [2].

Public key cryptography is referred to as asymmetric cryptography because it uses two different keys: a public key and a private key (see Figure 4, page 13). One key is kept private, and the other is made public. For example, if Bob publishes his public key, anyone with access to his public key can encrypt a message to Bob. Since the public key cannot be used to decrypt the message, only Bob (who is the sole possessor of the corresponding private key) can decrypt the message.

Public key cryptography is more mathematically complex than secret key cryptography, therefore it is slower. To speed the process, public key cryptography passes a session, message, or bulk encryption key—which are secret keys used for subsequent encryption and decryption. In addition to a critical supporting infrastructure to the overall strategy. In its essence, public key cryptography provides three functions that help meet the needs of the Defense-in-Depth strategy: identity authentication, digital signatures, and public key encryption—all operating within a chain of trust.

Identity authentication establishes the validity of an entity’s claimed identity and is used in making access-control decisions. The entity may be a user, a Web service, or a device.

A digital signature is an electronic code that can be attached to data. It identifies the signer of the data and associates the signer with the data being signed. Digital signatures verify that the signer is really the person or entity he or she claims to be, or be a part of, and that the signed data was not modified.

Public key encryption allows multiple users to efficiently exchange encrypted data. Public key encryption establishes a common encryption key over the network without giving away enough information for someone observing the transaction to deduce the key. Together, digital signatures and public key encryption allow two or more communicating parties to positively identify one another and keep their communications confidential [2].

Public key systems issue a pair of keys to each user: a private key, which the user does not disclose to anyone, and a public key, which is publicly advertised. A signer encodes data using the recipient’s public key, and the receiver decrypts it with their private key. Public keys are contained in data structures called certificates. Certificates contain a digital signature from an issuing authority and the user's identification, which binds the user's identity to their public key.

Several support services are required to use public key cryptography, including a means of issuing, distributing, and advertising keys and certificates; a way to verify certificate authenticity; and a process to revoke them. These services are provided by an integrated combination of equipment and administrators collectively known as the PKI.

One more component is required to implement public key cryptography: computer applications that support its use. The PKI provides a credential service for these applications. Applications are not directly part of the PKI, but public key-enabled applications improve access control by leveraging PKI-based identity authentication, and digital signatures on electronic forms automate many business processes that traditionally rely on the exchange of paper forms and handwritten signatures. Public key encryption provides confidentiality for sensitive, unclassified data over the non-secure IP Router Network (NIPRNet) and pro-
providing confidentiality through encryption, public key cryptography is used for digital signatures and identity authentication.

PKI Core Services
As the DoD becomes increasingly reliant on computer networking to achieve information superiority over adversaries, the core services provided by a PKI (i.e., authentication, integrity, confidentiality, and non-repudiation) become increasingly critical.

Identification and Authentication
Identification is defined as the process an information system uses to recognize an entity, while authentication is a security measure designed to establish the proper assurance level of a claimed identity [2]. A user’s identity is authenticated as part of the certificate-issuance process. Identification and authentication are useful for granting authorization to information on a server via remote access, protecting network management from masqueraders (i.e., persons attempting to use counterfeit or stolen credentials and gaining physical access to a restricted area).

Data Integrity
Integrity is the assurance of non-alteration and it is this security service’s job to detect unauthorized modification or destruction of information [2]. Digital signatures support data integrity verification. In contrast to handwritten signatures, verification of a digital signature relies on the authentication of the signer’s identity and proves that the data remains unchanged.

Non-repudiation
Non-repudiation provides undeniable proof of a party’s participation in a communication. The basic idea is that a user is cryptographically bound to a specific transaction in such a way that they cannot deny (repudiate) having conducted the transaction [2]. Activities such as command and control, official release of procurement documents, and travel reimbursement approvals are accompanied by legal requirements for non-repudiation. The DoD satisfies these legal requirements with PKI’s digital signature capability.

Confidentiality
Confidentiality is the assurance of data privacy. It ensures that information is not disclosed to unauthorized persons, processes, or devices [2]. Various types of transactions—such as Web-based access, file transfers, network management, payment transactions and secure messaging—require confidentiality to protect sensitive unclassified message data against eavesdropping, that is, unauthorized persons or entities being able to gather information by actively or passively monitoring network traffic [3, 4, 5, 6].

Multiple Assurance Levels: Not All Information Is Created Equal
As a credential service, a PKI binds user and entity identities with digital certificates and associated public keys. The level of assurance of a public key certificate is an assertion by a Certification Authority of the degree of confidence a relying party may reasonably place in the binding of a user’s public key (and thereby the private key) to the identity and privileges asserted in the certificate [7]. The processes and controls employed in PKI operations, the methods used to protect the users’ private keys, and the strength of the cryptographic algorithms used, all serve a role in determining the PKI’s assurance level.

Not all information is created equal ... Some types of information are extremely valuable to an attacker, while others have almost no value. On the other hand, some information may be freely disclosed but would be disastrous if it was corrupted or destroyed.”

The applicability of the different assurance levels is determined by the value of the information being protected and the threat environment. Medium assurance levels are intended to protect applications handling medium-value information in a low-to medium-risk environment. The NIPRNet, where the majority of DoD business is conducted, is an example of a medium assurance environment.

PKI Security Mechanisms and Supporting Services
As mentioned previously, a PKI is a complex system of integrated components, mechanisms, and security services that work in concert to support the long-term integrity of application data. The following illustrates these underlying security mechanisms and their supporting services:

Security Mechanisms
Key Exchange
Key exchange is the process that communicating parties use to establish a common key for secure communications. There are several ways an originating party can obtain the receiving party’s public key: from a directory, directly from the receiving party as part of an online key exchange protocol, or from a cache (if the originating party had some prior communication with the receiving party). Issuing Certification Authorities automatically post subscribers’ public keys to the Global Directory Service, and in the Air Force, users also publish their own public keys to the Air Force Global Address List for easy access.

Digital Signatures
In the digital signature process (as illustrated in Figure 5), a hash algorithm (i.e., a message digest) is produced. The hash is encrypted using the signer’s private key. After receiving the message, the recipient decrypts the hash using the signer’s public key and compares it to a hash calculated from the received message. If the two are a match, the recipient knows that: a) the message was not changed from the time the signer applied the signature and b) the signer’s private key was used; therefore, the message must have come from the signer [2].
Data Recovery
Data recovery is a security service that enables the originator to recover inaccessible data or permits an authorized third party to gain access to encrypted information. Legitimate reasons data recovery may be necessary are: a user obtains new PKI certificates and keys, and the original key that encrypted data is no longer available; the owner departs the DoD and leaves behind encrypted official data that needs to be accessed; and for legal or intelligence investigations.

Key Escrow and Key Recovery
Key escrow is the process of storing private encryption keys for the purpose of enabling data recovery. It automatically occurs during the certificate issuance process. Digital signature keys are not escrowed.

Key recovery is the process of obtaining a copy of an escrowed encryption key and delivering it to an authorized requester. Key recovery systems store a copy of a user's private encryption key in a secured database, allowing access by authorized personnel known as Key Recovery Agents (KRAs). KRAs are highly trusted personnel responsible for recovering archived certificates in very specific situations. The process of key recovery is protected by two-person integrity; keep in mind, however, that signature keys are not recoverable.

Supporting Services
Key Generation

Key generation generates the public-private key pair that enables public key cryptography functions. User keys are encrypted onto an authorized token (i.e., a smart card) or removable storage media (e.g., a CD). The DoD ID card, known as the Common Access Card (CAC), is a smart card and is the preferred token for PKI certificates and keys [8].

Certificate Generation and Revocation

Once the key pair is generated, associated certificates are generated by the issuing Certification Authority server. For users, the process of generating keys and issuing certificates is combined.

Certificate revocation is necessary when a certificate becomes invalid before its expiration date; there's reason to believe the private key associated with the certificate is compromised (e.g., the token is lost); a user no longer represents an organization; and when information in the certificate is no longer valid. Relying parties are notified that a user's certificate is revoked via certificate revocation lists (CRLs) published by the issuing Certification Authority.

Archives

Archives provide a long-term repository for storing information. Even though the lifetime of a Certification Authority is relatively short, it may be necessary to verify signatures on old documents at a later date. To support this need, the PKI archive service stores user registration information, certificates, and CRLs issued by the Certification Authority.

Common Access Cards

First and foremost, the CAC is the official ID card for DoD members (i.e., U.S. military personnel, DoD civilians, eligible contractors, and members of foreign nations employed in support of the DoD mission).

Each CAC includes multiple storage areas, such as a bar code and an integrated circuit chip on the front of the card, and a bar code and magnetic stripe on the back. Various data elements, such as ID data, benefits information, organizational data, card management data, and PKI credentials (i.e., certificates and public/private key pair), are stored in one or more areas. Data stored on the CAC can only be accessed through secure CAC applications.

However, the CAC is much more than an ID card. Security-enhanced engineering allows the CAC to serve as the primary interface between the user and the PKI via unclassified networked devices, such as desktops, laptops, handheld wireless devices, and peripherals, enabled for PKI use.

Enabled devices equipped with a smart card reader (and configured with the appropriate middleware application, drivers, and applicable settings) facilitate improved IA on PK-enabled networks, systems, applications, and Web servers via the digital certificates and the associated public/private key
pair embedded in the integrated circuit chip (see Figure 6).

**Public Key Cryptography in the Air Force**

In December 2005, the Air Force mission statement was revised to include cyberspace as a critical domain in which to fly and fight [9]. Emphasis in this domain includes, among other things, the defense and protection of critical communications assets. Air Force officials refer to cyberspace as the *new battlefield* where our adversaries operate and are gaining ground. According to Lt. Gen. Robert Elder, Jr., former Commander, 8th Air Force: “It’s our most vulnerable area, and because it crosses all other domains (air, land, sea, and space), it is clearly a warfighting domain” [10].

Motivated by this new focus, the Air Force has stepped up its PKI implementation initiatives and worked diligently to become compliant with DoD directives. For example, all unclassified Air Force networks and networked applications are being public key-enabled to provide more efficient IA services and stronger authentication provisions.

Throughout the Air Force, as well as in the DoD, employees use public key-enabled applications in support of their daily activities. The rest of the federal government, defense contractors and suppliers, and allies also use PKI-enabled services. Applied uses of public key cryptography in the Air Force include:

- Identification and authentication for gaining access to unclassified networked computers, restricted Web sites, applications, and other resources (instead of usernames and passwords).
- Secure client-server transactions via the Secure Sockets Layer protocol.
- Secure financial, personnel, and contractual transactions.
- Secure unclassified messaging with authentication of originator, and confidentiality and integrity of transmitted data.
- Software (code) signing to ensure the authenticity and integrity of software obtained.
- Virtual private networking via IP security.

**In Conclusion: Tangible Benefits**

Without a doubt, PKI implementation across the DoD has attracted a significant amount of attention, primarily because of its high level of security services that support the overall IA strategy. The PKI is a sound technical solution—and is not simply a *meat* technology lacking tangible benefits. When deployed judiciously, the PKI offers certain fundamental advantages to an organization. Its capabilities help optimize workforce productivity and improve workflow efficiencies through more automated and secure business processes—including significant cost savings through the reduction of administrative overhead, reduction in the number of sign-on events required by end-users, and reduction in paper-based processes.

Knowing that virtually every day, every airman legitimately accessing DoD networks is using the PKI helps maintain confidence in critical electronic communications. One can take comfort in that.
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**Notes**

1. The PKI is not simply a product, a program, or a system—not is it software or an application. It is a complex combination of specific hardware, specialized software, tokens, established policies, and proven procedures that collectively provide the ability to authenticate identities and protect valuable information through the use of unique digital certificates and key pairs.
2. The DoD PKI Chain of Trust begins at the DoD Root Certification Authority. The Root Certification Authority’s public key certificate is signed by its own private key. It issues and digitally signs the certificates of the subordinate and intermediate Certification Authorities, who in turn digitally sign the user certificates they issue. The trustworthiness of each layer is guaranteed by the one before.
3. The key that is not publicly revealed is a *private key*, rather than a *secret key*. This avoids confusion with the secret key of symmetric cryptography if one thinks of two people sharing a secret, but a single person keeping something private [2].
4. Because of the processing expense in encrypting an entire message using public key cryptography, the digital signature process encrypts a digest of the message rather than the message itself.
5. For the purpose of this article, a *threat is...*
Software Defense Application

The DoD implemented a PKI to provide engineered solutions that now enhance the security of networked computer-based systems. Programs and applications, which carry out or support the DoD mission, require PKI services of authentication, confidentiality, technical non-repudiation, and integrity. These services are met with an array of network security components such as standardized workstation configurations, firewalls, routers, in-line network encryptors, and trusted database servers. Public key cryptography supports and complements these component operations. As a system solution, the components share the burden of the total system security.

defined as any circumstance or event, from an authorized or unauthorized entity either inside or outside the domain perimeter, with the potential to cause harm to an information system in the form of destruction, disclosure, modification of data, and/or denial of service.

6. Encryption certificates are advertised in the DoD via the Joint Enterprise Directory Service (located at <https://jeds.gds.disa.mil>), which is the target environment, and supported by the Global Directory Service at <https://dod411.gds.disa.mil>.

7. This depiction of public key encryption and digital signatures shows text and documents as the data being protected. Public key encryption and digital signatures can be used with any type of data in a wide variety of scenarios.

8. Except for the PKI information, which is obtained from the CA, all other information about the ID card holder is obtained from the Defense Enrollment Eligibility Reporting System through the Real-time Automated Personnel Identification System. Home address and telephone number, dependent information, and medical, dental, financial, and personnel records are not stored anywhere on the CAC.
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Cyberterrorism: The Threat of Virtual Warfare

Summer Olmstead and Dr. Ambareen Siraj
Tennessee Technological University

Cyberterrorism is a threat that has only surfaced worldwide in the past decade—and evidence shows that it is here to stay. With the resourcefulness of terrorists and their adaptability to ever-changing society and technology, it is a form of warfare that needs to be recognized, re-evaluated, and responded to. This article discusses cyberterrorism by exploring its definition; how its attacks on business and government entities know no boundaries; U.S. and international response; current laws; and security engineering design guidelines.

“... cyberspace is real. And so are the risks that come with it.” [1]
President Barack Obama, 29 May 2009

Advances in computing technology, along with changes in society, propagated the movement of computers from secret laboratories to the average American household. The more we embrace cybertechnology, the more potential it has for being used against us. Our technical dependence is narrowing the gap between the physical world and the virtual world that surrounds us.

According to the FBI:

... terrorism includes the unlawful use of force and violence against persons or property to intimidate or coerce a government, the civilian population, or any segment thereof, in furtherance of political or social objectives. [2]

Cyberterrorism is an extension of terrorism, and is a result of the resourcefulness of terrorists and their adaptability to ever-changing society and technology. It is further defined as:

The premeditated, politically motivated attack against information, computer systems, computer programs, and data which result in violation against noncombatant targets by subnational groups or clandestine agents. [3]

Cyberterrorism allows terrorists to focus their attacks through virtual warfare from anywhere in the world, at a low cost, with a high level of anonymity, and with no time or space restrictions [4]. Today, cyberterrorism includes a limitless range of crimes, such as defacing Web sites; stealing sensitive information; creating worms, Trojan horses, and viruses; and attacking infrastructures. It can arise from individuals, groups, organizations, nations, states, or countries.

The selection of tools and technologies that a cyberterrorist can utilize include malicious code, hacking, cryptography, and steganography [4]: malicious code or other hacking techniques to get access to systems, and cryptography and steganography for secret communication. Sometimes the public becomes a secondary victim when confidential information (e.g., passwords, social security numbers, credit card numbers, etc.) is stolen and used to aid virtual and real-world terrorist efforts.

And, of course, the future of cyberterrorism is still being determined by the actions that are being taken now, and will be taken in the near future.

The History of Cyberterrorism

Cyberterrorism has a short history. Only in the past decade have cybersecurity threats surfaced worldwide. Obvious targets of cyberterrorism consist of critical infrastructures—including transportation, electric power grids, oil and gas distribution, telecommunications, air traffic, and financial institutions.

In February 2000, a distributed denial of service (DDoS) attack was launched on popular Internet sites Yahoo, Amazon, eBay, CNN, eTrade, ZDNet, and Datek. Millions of people were unable to access services provided by these companies, resulting in monetary loss and a decline in the sense of security previously offered by these top-tier Web sites [5].

While the focus the following year became physical terrorism (9/11), an incident involving China and the U.S. in April 2001—the collision between an American surveillance plane and a Chinese fighter aircraft—was the likely culprit that initiated a series of cyberattacks and Web site defacements between the two countries [6].

Web site defacement is the most common and extreme visual display of cyberterrorism... although the aftermath may not always be violent, it does serve the purpose of intimidation ...”

In August 2008, the Georgia-Russia conflict involved China and the U.S. in April 2001—the collision between an American surveillance plane and a Chinese fighter aircraft—was the likely culprit that initiated a series of cyberattacks and Web site defacements between the two countries [6].

Web site defacement is the most common and extreme visual display of cyberterrorism. It is a form of cyberterrorism because, although the aftermath may not always be violent, it does serve the purpose of intimidation with a political and/or social agenda. Politically motivated Web site defacement has occurred frequently in the past and present. Korean University students defaced Japanese Web sites to protest the content of Japanese textbooks [7]. In protest of the Japanese Prime Minister’s visit to the Yasukuni Shrine, pro-Chinese hackers defaced Japanese Web sites. Additionally, the Pakistan-India conflict and the Israel-Palestine conflict both involved Web site defacements [6]. In 2003, Romanian hackers attacked the National Science Foundation’s Amundsen-Scott South Pole Station [8]. In 2007, there were several cyberattacks on Estonia, mostly DDoS attacks on police, media, financial, and government Web sites; Estonia claimed that Russia was hacking into their systems. In August 2008, the Georgia-Russia con-
Conflict continued the pattern of Web site defacements between adversarial nations—both countries’ Web sites were defaced during the period of tension over South Ossetia [9].

In early 2009, there was a report [10] that the computer systems that controlled the U.S. power grid were penetrated by foreign threats, likely Russia or China, and evidence of signature software was found. Although no monetary damage was done, the implication is inconceivable. There are many control systems (e.g., SCADA) that exist today with both cyber and physical vulnerabilities and whose unauthorized control/execution/destruction would have far-reaching effects. More recently, July 4, 2009, cyberattacks were launched at the U.S. and South Korea. The U.S. targets of the DDoS attacks included the New York Stock Exchange, Pentagon, Treasury, Secret Service, Department of Transportation, and the White House. There has been speculation that the source of the attacks was from North Korea, but there is currently no solid evidence to confirm this allegation [11]. Countries such as China, Cuba, Iran, Iraq, Libya, North Korea, Russia, Sudan, and Syria are believed to present a greater threat for potential cyberattacks than other nations.

Responding to Cyberterrorism

Cyberterrorism is real, and evidence shows that it is here to stay. While serving as U.S. Attorney General, John Ashcroft said: “One of this nation’s most fundamental responsibilities is to protect its citizens, both at home and abroad, from terrorist attacks” [12]. After recognizing cyberterrorism as a genuine security concern, we as a nation should move into a cyberterrorism culture to these drastic changes brought on by the information age.

On May 29, 2009, President Obama announced that our digital infrastructure would be treated as a “strategic national asset” and that protecting it would be a national security priority [1]. He also announced the position of the Cybersecurity Coordinator, responsible for overseeing the government’s effort to manage, protect against, and respond to cyber incidents.

The development of a new DoD command, U.S. Cyber Command (USCYBERCOM), is another response to cyber threats by the Obama administration. The goal of the USCYBERCOM is securing our freedom of action in cyberspace [13].

The proposed headquarters would be in Fort Meade, Maryland. The implementation plan was submitted this September to Secretary of Defense Robert Gates. USCYBERCOM is planned to be at full operating capacity by October 2010.

Another response is the establishment of the Cyberterrorism Defense Analysis Center (CDAC), jointly administered by the DHS, Federal Emergency Management Agency, and Training and Exercise Integration/Training Operations [14]. The goal of CDAC is to provide comprehensive cyberterrorism training to technical personnel in critical-need infrastructures.

One method of direct response to cyberterrorism is the establishment of laws addressing cybersecurity. The U.S. government addresses threats to national cybersecurity with the Cyber Security Enhance-ment Act of 2002, H.R. 3482. This amendment of the Homeland Security Act calls for toughening the authority of the federal government in securing our nation’s infrastructures and computer systems. It gives Internet service providers shelter from customer litigation after reporting a customer’s suspicious activities and allows more extensive sentencing of cyber criminals, including up to 20 years imprisonment for harmful acts and life imprisonment for life-taking acts [4].

Because cyberspace is borderless, attacks can originate from anywhere in the world and are not limited by physical boundaries. Cyberterrorism is a global problem and as such requires global attention with initiatives to punish and deter cyberterrorists worldwide.

“Cyberterrorism is a global problem and as such requires global attention with initiatives to punish and deter cyberterrorists worldwide.”

Virtual Warfare

Because cybercrimes are often committed by users who remain anonymous, the response to such crimes must reach beyond the boundaries of the nation in which they are committed. Cyberterrorism is the establishment of laws and procedures to manage, prevent, and respond to these crimes. The future of cyberterrorism can be negatively impacted by increasing the level of difficulty for terrorists to access vulnerabilities and decreasing the surprise and anonymity of attacks. Security engineering can help in this respect—where security is not an afterthought, but carefully dealt with can help in this respect—where security is not an afterthought, but carefully dealt with from the beginning of the system life cycle. According to [18], the 10 design guidelines of security engineering are to:

1. Base security decisions on an explicit security policy.
2. Avoid a single point of failure.
3. Fail securely.
5. Be aware of the possibility of social engineering.
6. Use redundancy and diversity to reduce risk.
7. Validate all input.
8. Compartmentalize assets.
10. Design for recoverability.

These guidelines should be part of the DoD software community culture and practice, as they hold the responsibility for development and maintenance of government software systems, in turn being the key target of cyberterrorists. Interweaving security engineering practices with designing, developing and testing systems, and management of cyberterrorism by proper...
Software Defense Application

Cyberterrorism is a form of 21st century warfare that needs to be examined, especially in the DoD software community culture, where practitioners hold the responsibility for development and maintenance of government software systems, in turn being the key target of cyberterrorists. This article looks at cyberterrorism by examining its definition, history, sources, current laws, and government responses, and provides security engineering design guidelines especially useful in the DoD.

...risk assessment and contingency planning, can only strengthen our nation’s defense for today and tomorrow.

Counter-cyberterrorism is essential. It can take the form of an average citizen who uses strong passwords for electronic accounts, a technically high-skilled white hat who knows how to disable malicious code, or a government official who ensures that security policies and practices are in place and properly followed. Even if cyberterrorism cannot be completely eliminated, it can mostly be prepared for, prevented to some extent, and its damage contained.

In conclusion, the absolute defense against terrorism and cyberterrorism is extremely difficult. Although cyberterrorism is currently prevailing mostly in the virtual world, technological advancements make its ability to disrupt our physical world just as possible—if not even more likely. Constantly changing technology advances our quality of life but also changes the landscape of 21st century warfare. Cyberterrorism demonstrates the ability of terrorism to adapt to the modern world and shows why it is important to continue recognizing this threat by minimizing opportunities and devoting resources to its prevention.
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As the number of individual service-oriented architecture (SOA) projects going through the certification and accreditation (C&A) process in the DoD increases, it becomes more important to clarify the "unknowns" associated with each component. This article is a starting point for chief information officers, senior information assurance officers (SIAOs), and project managers (PMs) in the DoD, providing an overview of the challenges associated with the C&A process for SOA implementations and outlining eight rules to consider in support of a successful C&A of an SOA implementation.

When faced with the challenges of achieving system C&A in a net-centric environment, today’s DoD SIAOs face a new set of challenges—such as trusting the edge, implementing SOA solutions, federations, varying degrees of classification levels (CLs), and community of interest (COI)—that weren’t previously faced in siloed, stovepiped, vertical systems. With the discrete information systems of the past, accreditation was generally a better-defined and understood process, given the clear boundaries and finite rules governing the operating environments for such systems; today’s environments are more heterogeneous and complex. The details of an SOA implementation are presently not well-defined (see Figure 1). This leaves a high degree of uncertainty and inconsistency unresolved during the first two stages of the C&A process as defined by the DoD Information Assurance Certification and Accreditation Process (DIACAP). These stages are called “Initiate and Plan Information Assurance (IA) C&A” (Stage 1) and “Implement and Validate Assigned IA Controls” (Stage 2) [1].

C&A Challenges for SOA Implementations

Unlike a vertical architecture, a horizontal architecture typically shares modules that relay data to and from other horizontal architectures, allowing the dissemination of information across COI and, at times, differing CLs. For horizontal integration, the approach toward all phases of the C&A process differs from those in a vertical integration because they involve a multiplicity of stakeholders, information systems (ISs), and environments. With that said, PMs need to pay particular attention to the first two stages of the C&A. During Stage 1, the system is registered with the DoD component program, IA controls are assigned, the DIACAP team is assembled, and the DIACAP implementation plan is initiated [1]. During Stage 2, the DIACAP implementation plan is executed, validation activities are conducted, a Plan of Action and Milestones (POA&M) is prepared, and the validation results are compiled into the DIACAP scorecard [1]. It is during these two stages that the most effective savings can be realized based on proper planning and stakeholder involvement, since the costs to remediate weaknesses are lower at this time than they will be when development is further down the road.

The DoD’s increasing need to share information across boundaries provides an impetus for promoting a greater use of horizontally integrated systems and, in turn, the ability to leverage architecture design strategies such as SOA. SOA implementations empower the DoD to achieve significant cost-savings advantages, gained by realizing economies of scale, which results from an architecture that is agile, interoperable, and open to growth. The advantages are realized by enabling information sharing and bridging disparate networks—both highly classified and open coalition.

An SOA implementation is only as secure as the most vulnerable component in the system. Clearly, a failure in effective security design and implementation can result in the significant compromise of mission-critical systems, with devastating effects at the DoD [2]. The reality of the risks, coupled with the deep functional and programmatic complexities associated with accreditation decisions in the SOA environment, have contributed to the view that achieving C&A in an effective and timely manner is an impediment to rapid Global Information Grid/net-centric SOA project rollouts when compared to C&A for traditional systems [3].

As with most high-tech companies in the private sector, the DoD’s highly intelligent and well-intentioned leaders are challenged in balancing the competing demands of the PM triad: achieving a low-cost, on-time, and high-quality certification determination and accreditation decision for their horizontally aligned SOA implementation. At a high level, some of the programmatic issues facing the DoD are depicted in Table 1 (see next page). Not balancing the four issues could lead to an inability to achieve C&A for SOA with Full Operational Capabilities.

Several aspects of the C&A process for an SOA implementation can be reengineered. From a policy and effective practices viewpoint, a certification determination for SOA implementations is often difficult, in part due to the shifting, dynamic nature of the accreditation boundary itself [4]. Often, after going through a traditional C&A process, the scope of the final SOA implementation is reduced in functionality and implemented in such a manner that it resembles the kinds of stovepiped systems it was intended to supersede, and therefore does not reap the benefits of horizontal integration.

![Figure 1: C&A Process for Vertical and Horizontal Information Systems](image-url)
Figure 2 depicts a scenario in which the C&A process avoided complacency and facilitated an agile, robust horizontal architecture; the tendency to not accredit horizontal components limits the DoD from extracting Full Operational Capabilities for their SOA implementation.

In response to the programmatic challenges that confront DoD program managers, eight rules will be outlined (in the following section) for PMs to consider in their efforts to face and resolve the C&A challenges associated with SOA implementations. These rules are not an exhaustive list, but are rather a starting point to detail unique concerns for SOA implementations that are not typical in vertical, siloed, non-SOA implementations.

**Eight Programmatic Rules to Consider**

In the previous section, we identified the unique risks coupled with the C&A process for SOA associated with late identification of requirements and mitigation approaches due to the dynamic development model. We have witnessed that, all too often, the C&A process for an SOA implementation is prolonged, resulting in huge cost overruns and missed opportunities for early remediation of identified weaknesses. To be successful, there is a need for key PMs from different COIs associated with the SOA to involve themselves in sharing information and to be a part of a dedicated group committed to a successful C&A. This group must focus on consistent coordination of C&A activities and communication among stakeholders in order to fulfill the accreditation process on schedule. The following eight rules are unique to the C&A process for an SOA implementation. One would ask the DoD to consider these, in order, in their efforts to reduce risk and increase the likelihood of a successful C&A for an SOA implementation.

**Rule 1: Understand SOA and C&A**

As suggested earlier, today’s C&A process for SOA implementations has not reached a mature state. The first and most important rule for PMs is to understand SOA and the C&A process. One of many complexities arises from the fact that the DIA-CAP was not authored with SOA in mind. Information superiority will emerge and productive meetings will take place only when leaders and participants understand the intersections between SOA and C&A.

When leaders do not have a grasp of SOA, unnecessary delays can occur and the functionality of the SOA implementation is at risk of being marginalized or lost completely. If necessary, appropriate briefings or training should be considered as a prerequisite for participating decision-makers.

**Rule 2: Embrace Risk Management, Identification, and Planning**

Each IS in the DoD is unique and has uncertainties associated with it. Risk management should be performed over the lifetime of the accreditation decision to assess and monitor risk. A POA&M should be used to mitigate the risk of an incident occurring. At the least, the POA&M should detail the priorities of the risk, status, and due date. If PMs do not plan for risk, it is very likely that they will be forced into addressing unexpected issues that may ultimately result in cost overruns and/or undesirable accreditation decisions.

In addition to risk management, risk identification and planning must also be addressed. For C&A of an SOA implementation, risk identification and planning is more involved and less understood than C&A of traditional stovepiped architecture.

It is imperative that the C&A process for SOA implementations is accurately budgeted and appropriately managed to promote reduced risk and avoid cost overruns as SOA components are reworked to address interim weaknesses. From a DoD policy stance, when an SOA implementation is accredited correctly, IA costs go down by an order of magnitude, as do the risks. On paper, the reduction in cost and apparent increase in security is impressive. However, the results are elusive: The IA risk profile of the system actually increases because new security vectors are created within the boundary of the SOA implementation. Extending security beyond what policy mandates and implementing proactive, repeatable procedures into the C&A process should contribute to ensuring a(n) 1) reduction in risk of budget overruns, 2) consistency in planning, and 3) increase in the dissemination of information pertaining to existing risks. Since the systems development life cycle of a horizontal system is heavily dependent on constituents and external partners, unique considerations exist for the C&A process for SOA implementations that rely heavily on teaming and communicating with external parties and internal constituents. Budget overruns can be reduced when security is fully integrated throughout the systems development life cycle and repeatable processes are fully documented and appropriately executed.

If adverse risk is not properly characterized, the C&A process could be forced to continue past the expected timeframe (i.e., the ATO could be pushed back). As a result, resources supporting the C&A process would need to stay on longer, preventing them from being productive on other projects and, if the contract is not fixed price, causing cost overruns on the C&A project. When resources are not able to join other projects, it causes a chain reaction: The critical path of the organization is impacted, and the overall functionality of the organization is reduced. As a result, the project might be completed at a date later than planned, costs might overrun, and the organization’s service reputation might slip.

**Rule 3: Understand that Schedule and LOE Estimations are Different**

Unlike stovepiped systems, an increased LOE needs to be dedicated to educating the IA community on SOA, SOA risks, and SOA protections. As a result, the schedule and LOE is different than that of a traditional vertical IS; it will increase. It has been seen with many new technolo-

---

**Table 1: Programmatic Issues Facing the DoD**

<table>
<thead>
<tr>
<th>Scope</th>
<th>Quality</th>
<th>Cost</th>
<th>Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic system boundary</td>
<td>Systems not performing as designed</td>
<td>Poor execution of acquisition process (DoD 5000 series)</td>
<td>Delay in authorization to operate (ATO)</td>
</tr>
<tr>
<td>Dynamic classification levels</td>
<td>Confusion about who owns services</td>
<td>Poor estimation of level of effort (LOE)</td>
<td>Complacency towards C&amp;A change</td>
</tr>
<tr>
<td>Dynamic services</td>
<td>Managing multiple COI services</td>
<td>Poor capitalization on economics of scale</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of innovation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lack of training</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nonadherence to policy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High repetition</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
gies attempting to go through the C&A process in the DoD. For example, in the wireless arena, much effort has gone into educating the IA community on the risks and protections needed to achieve secure wireless. Similarly, accomplishing the same goals for SOA will tend to increase the required LOE and schedule for the C&A of SOA implementations, at least initially.

In addition to educating the IA community, procedural issues can slow down the C&A process. At present, SOA services themselves cannot be accredited, although there are several proposals and notional constructs on how it could be done currently circulating throughout the DoD community. The future accreditation of services is, by itself, a major topic and not limited to considerations for schedule and LOE.

**Rule 4: Plan for Future External Relationships**

The goals of SOA include improved collaboration, interoperability, horizontal integration, efficiency, and agility. These goals can be realized only through expanding the IS’s boundary to encompass the SOA’s multiple accreditation components in a consistent, reusable form.

It is important that PMs plan ahead for interoperability with IA controls of future SOA implementations. Future SOA implementations and shared services with external third parties will have configurations and IA controls that might cause interoperability; anticipation and planning should help avoid this.

PMs for a new SOA must communicate early with owners of other enclaves and COI; the goal is to drive existing ATO dates, anticipate changes to current configurations, and consider controls used in SOA implementations still on the horizon. The goal should be for the overall level of risk associated with the system to be recognized as acceptable to the IS that will be exchanging services with the new IS being accredited. It is critical to gather stakeholder risk issue input prior to implementation, otherwise belated input may become a problem for the SOA C&A on the whole.

**Rule 5: Plan for Present External Relationships**

When operating an IS, the DIACAP limits the time that an accreditation decision is valid based on the severity categories (indicating the risk level associated with the security weakness), expressed as category (CAT) I, CAT II, and CAT III, where CAT I is more severe than CAT III. Sections 4.9 and 6.3.3.2.6 [1] detail the duration associated with Interim Authorization to Operate (IATO), ATO, Interim Authorization to Test (IATT), or Denial of Authorization to Operate decisions. Table 2 provides a summary of the duration of each of these decisions; the duration of an ATO has direct cost and schedule impacts.

Since PMs are responsible for reducing risk and balancing scope, cost, schedule, and quality, an understanding of the duration of each accreditation decision and knowledge about when the ATOs expire is mandatory. This knowledge should also be included in the LOE estimates. As external third-parties’ ATOs expire or new service components are added to SOA systems, each service component will have its own corresponding ATO date. If overlooked, these subordinate dates could creep up and possibly impact the overall ATO for the SOA itself.

Each type of accreditation decision (i.e., ATO, IATO, IATT) has a corresponding duration in which the decision is valid. Obviously, longer accreditation periods are preferable in order to reduce the frequency of the accrediting process, which can be costly and impact the system’s availability.

The following three factors drive the necessity and urgency behind planning for present-day external third-party relationships:

1. **ATO expiration of existing SOA implementations.** For an existing SOA implementation with shared services from external third parties, it is important to keep track of expiring ATOs to help drive the reaccreditation process, in turn helping ensure shared service availability.

2. **Configuration changes of existing SOA implementations.** For an existing SOA implementation with configuration changes from external third parties, it is important to drive the reaccreditation process, in turn helping ensure shared service availability.

3. **Opportunities to capitalize on economies of scale.** During the C&A process, teaming with organizations might unveil opportunities to eliminate redundant activities and save hard and soft costs. PMs can begin to experience a decrease in cost overruns by identifying the steps.

<table>
<thead>
<tr>
<th>Type</th>
<th>Authorization Termination Date</th>
<th>CAT I</th>
<th>CAT II</th>
<th>CAT III</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATO</td>
<td>&lt;= 3 years of authorization</td>
<td>No ATO</td>
<td>ATO — must be corrected in 180 days</td>
<td>ATO</td>
</tr>
<tr>
<td>IATO</td>
<td>Reset &lt;= 180 of authorization</td>
<td>No ATO</td>
<td>ATO — must be corrected in 360 days</td>
<td>IATO</td>
</tr>
<tr>
<td>IATT</td>
<td>Special Case</td>
<td>Special Case</td>
<td>Special Case</td>
<td>Special Case</td>
</tr>
</tbody>
</table>

**Table 2: Duration of the C&A Process**

---

Figure 2: Sample C&A Process
involved in the C&A process that involve both the organizations they exchange services with, as well as their own organization. Every cost associated with the C&A should be identified, line by line. Once the cost categories have been identified, opportunities for cost savings should be analyzed [5]. An example of cost savings includes teaming with neighboring programs to reduce duplication and eliminate waste. Once waste is identified, PMs should determine what can be realistically eliminated [6].

**Rule 6: Use eMASS, DIACAP KS, and Other Cost-Effective or Free Tools**

As discussed earlier, PMs should use existing infrastructure tools and knowledge to reduce cost and make quick, measurable progress. Leveraging the DoD’s Enterprise Mission Assurance Support Service (eMASS) tool will help automate the DIACAP process via reports generation and tracking of IA controls. The results of the certification determination or accreditation decision are provided automatically on an electronic DIACAP scorecard [7].

DoD organizations can use eMASS for free [8]. Residual costs might include the training of personnel to use eMASS and time to perform data entry. Training and usage costs depend on the number of individuals assigned eMASS roles, locations, facilities, and capabilities. Typically, the cost of training ranges from $5,000 to $10,000 for up to 30 people. Additionally, the Defense Information Systems Agency (DISA) hosts a free quarterly training course, running two full business days.

Like eMASS, DIACAP Knowledge Service (KS) is an information repository that should be leveraged when executing the C&A process for SOA implementations [7]. DIACAP KS holds a wealth of information and up-to-date resources from practitioners that help to facilitate knowledge transfer for the C&A process. For example, the KS houses best practices, lessons learned, guidance documents, schematics, and many other resources to facilitate the DIACAP process [8]. Like eMASS, there is no cost in using KS.

In addition to eMASS and KS, the following are also free IA tools. They should be considered for use during the C&A process for SOA implementations, although many PMs find the tools helpful to support substantially more:

1. **Vulnerability Management System.** A tool developed by the Department of the Navy that serves as a technical database of Federal Information Security Management Act assessments.
2. **DoD IT Portfolio Repository – Department of Navy.** A tool developed by the Department of the Navy that offers a technical database of Federal Information Security Management Act assessments.
3. **Gold Disks.** A tool developed by DISA to run vulnerability scans for specific systems, available through the DoD’s Information Assurance Support Environment.
4. **Cyber Security Assessment and Management System.** A Web-based tool developed by the Department of Justice that facilitates the C&A process.

**Rule 7: Do Not Let Complacency Undermine Horizontal Integration**

The DoD systems development environment has been stovepiped for many years. Complacency in moving forward with effective deployment of horizontal integration strategies could ultimately limit the possibilities of an SOA-based enterprise software feature set. Instead of true integration, the DoD could instead wind up with a new series of well-intentioned, but still stovepiped, systems that lack the kind of net-centric data integration and interoperability that has become synonymous with SOA. Complacency results from many things; however, when technology is not well-understood, advanced, or cutting-edge, feature sets may be compromised and replaced with a system that is more familiar, better understood, and more closely resembles the risk profile of past ISs that were accredited. Understandably, a loss of feature sets due to budgetary or mission issues is a business reality. However, if a loss of feature sets is due to an inclination toward not wanting to upset the status quo, it may result in lost opportunity. At a large enough scale, complacency could undermine horizontal integration and the DoD’s goal of communicating military intelligence throughout the Global Information Grid and onto the battlefield.

**Rule 8: Strive for a Fluid Maintenance Phase**

Maintaining ATO and performing periodic reviews is the fourth phase of the DIACAP process. This compliance phase is an ongoing process that involves vulnerability scans, penetration tests, IA controls verification, scorecard updates, IA controls modifications, security vulnerabilities mitigations, configuration management, and compliance with existing controls. As SOA implementations mature in the DoD, so too will the lessons learned, along with the deepening understanding of SOA’s unique IA implications. Governance, interoperability, situational awareness, and data aggregation should be key elements in a fluid maintenance approach to SOA component ATOs.

---
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Preparing for an Internal Assessment Interview

Jim O’Brien
Office of Enterprise Development, U.S. Department of Veterans Affairs

With proper training and preparation, most professionals can successfully negotiate an internal assessment. This article presents practical survival tips on how to effectively participate, knowing how an assessor typically behaves during an interview and knowing how one can best demonstrate compliance to standards.

When the assessor knocked on the door, the developer greeted him with “Come in.”

The assessor began by introducing himself and explaining the purpose of the assessment. Senior management had requested an objective assessment to determine the level of compliance with corporate policies, processes, and procedures. When the developer seemed a little nervous, the assessor assured her that her project team members had done just fine.

After some conversation about the project and work that she was performing, the assessor asked to see the project plan and quality plan that guided the project work.

The developer produced the two documents. However, without warning, she tore up both documents, threw them in the trash can, and said “That’s what I think of the assessment!”

Initially, the assessor was shocked at the reaction. “We can handle this one of two ways,” said the assessor calmly. “We can stop right here, or we can take a five-minute break, you can reproduce the documents, and we can make like this incident never happened.”

The developer took pride in her work and did not want to be the team member that failed the assessment. As we learned later, it was an unnecessary panic.

Most people do a good job and have nothing to fear from the arrival of an assessor. However, a few tips on how to prepare for an assessment can go a long way. Preparing management and technical staff to participate in an assessment is a critical ingredient for the success of any quality management system.

“The assessor typically performs internal assessment duties in addition to their work assignments. Though internal assessors may not be bound by the same formalism of external assessors, they are truly professionals who determine the level of compliance to the organization’s quality management system...”

Types of Assessors

Two types of assessors may come knocking—an external assessor or an internal assessor.

An external assessor is frequently portrayed as someone who comes from out of town and carries a briefcase. The external assessor assesses compliance to a standard or set of standards external to the organization, such as ISO 9001-2000, CMMI®, the IT Infrastructure Library, the FDA, and so forth. In today’s competitive marketplace, it is becoming more common for organizations to build their quality management systems in such a way as to satisfy multiple external standards. Thus, the external assessor is typically an expert in one or more standards.

By comparison, an internal assessor is a company employee or contractor who may inhabit the next cubicle and stays around after the completion of the internal assessment. The internal assessor knows the work, the culture, and sometimes the people. The internal quality assessor typically performs internal assessment duties in addition to their work assignments. Though internal assessors may not be bound by the same formalism of external assessors, they are truly professionals who determine the level of compliance to the organization’s quality management system and, in some circumstances, prepare the organization for external compliance or certification.

Assessor Interview Techniques

The internal assessor structures the assessment interview by stating the endorsement of management, explaining the purpose of the assessment, and scheduling the interview at a time and place agreeable to the assessor and assessee. Since so many employees today are distributed geographically, it is necessary to conduct some assessment interviews via teleconferencing across multiple time zones.

During the actual interview itself, the person being assessed can expect the internal assessor to restate the purpose and scope of the assessment. Essentially, the assessment focuses on what’s in and what’s out of assessment consideration. The internal assessor invites the assessee to speak about work practices and may ask questions, such as:

• What do you do?
• What are your roles and responsibilities?
• What software development life cycle does your project follow?
• What procedures guide your work activities?
• Does your project have a software development or a project management plan?

At some point, the conversation will
turn towards standards compliance. The internal assessor may ask to see:

- The procedures that guide your work.
- Your documentation and records.
- Your requirements and design model.
- Your plans and reports.
- Any special processes (i.e., patch review or billing procedures).

The internal assessor verifies compliance by obtaining objective evidence. Objective evidence includes documentation, artifacts, tools, media, and records that demonstrate compliance to the quality management system, and, in this case, policies, directives, processes, and procedures. The internal assessor looks for requirements documentation, test plans, meeting minutes, and installation guides (as specified by the standard) as objective evidence that the standard is being followed. Opinion, statements, and hearsay do not suffice as objective evidence.

The internal assessor may also dig deeper and request very specific information, such as:

- Minutes from a particular meeting
- A record of acceptance (e-mail).
- Results from a test.
- A review meeting log.
- A controlled version of a template.

A seasoned internal assessor may select certain minutes, reports, or tests randomly and will resist any attempt to be led.

Finally, when it is appropriate, the internal assessor may give some indication of how you did during the interview. If the internal assessor finds compliance, they may say so. Providing immediate informal feedback can foster goodwill between the internal assessor and the assesse. However, informal feedback may not be possible in every situation. The internal assessor will deliver the assessment findings during the closing meeting and in the final report.

Management and Technical Staff

As management and technical staff, you may be asking yourself, “That’s nice to know what the internal assessor does, but what do I do during the assessment?”

Here are a few tips on how to participate in an assessment interview.

1. Answer the questions directly and honestly. Your responsibility is to provide the information requested. If you do not understand the question, then say so. If the question does not apply to you or your project, then say so. Any attempt to withhold information or to deceive only hinders the desire to improve processes and how work gets done. If you do not know the answer to the question, say that you don’t. In this case, honesty is the best policy.

2. Do not volunteer information. Answer the question and only the question. Resist any temptation to expand or go beyond the question asked. The internal assessor will notice when conversation is diverted or too much information is given. Simply put, let the internal assessor lead; do not volunteer unrequested information.

3. Provide objective evidence of compliance. Demonstrate that you are following current standards and practices by presenting relevant documentation and records. As Sergeant Joe Friday used to say on Dragnet, “Just the facts, ma’am.”

In our earlier-mentioned assessment, the internal assessor asked to see the project’s Vision document; the project manager stated that he didn’t have it. The internal assessor was puzzled by this remark and inquired, “Didn’t I see one in the project documentation you submitted?” The project manager turned to his computer, searched the project documentation, and—sure enough—found it. With that document, the project manager demonstrated compliance to the standard.

4. Ask others for help. Remember that it is the project being assessed, not the individuals. If you do not know something and you think that other project members do, you can point the internal assessor to others. A project manager or test lead may possess knowledge of a particular aspect of the project that you do not have.

5. Have a reasonable amount of time. Sometimes you just cannot find the requested process, procedure, or record during the assessment interview. You should be given a reasonable amount of time to produce the item. If you can show the requested item, even after the interview, the internal assessor will evaluate the evidence and consider the project compliant.

Coaching

More and more organizations are encouraging assessors to function as process improvement coaches. Two goals of any assessment are to 1) help employees work more efficiently and effectively and 2) improve the processes that guide how work is done. In some quality management systems, when an assessor comes across best practices, he or she records these in the assessment findings.

At the conclusion of any assessment interview, an assessment participant asked about the existence of testing templates. The assessor said that he was taking off his assessor’s hat and putting on his coaching hat, then explained that the XYZ project Test Plan contained appendices with templates for test cases, test suites, and test reports. Both walked over to view the test templates. The assessor identified the test templates as a best practice and connected one project with another.

By collecting and communicating best practices, the assessor and assessment participant help to improve the quality of an organization’s products and processes.

Initially, a quality assessment may seem like a scary event. However, with a little quality preparation training and confidence in one’s own professionalism, an assessment can be a valuable time to demonstrate how your work practices support the business goals of your company.

When an internal assessor comes knocking, say “Come in”—then say what you do, do what you say, and prove it. In other words, know the quality standards that guide your work, follow the standards, and demonstrate compliance when asked.
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Georgia Tech Wearable Motherboard
www.gtwm.gatech.edu
You’ve read MAJ Phillip G. Burns’ article on the Combat Wireless Health Monitoring System, now learn more about the Georgia Tech Wearable Motherboard (GTWM)—the “smart shirt” prototype that started it all. Learn more about the garment that uses optical fibers to detect bullet wounds and special sensors that interconnect to monitor the body’s vital signs during combat conditions. Also learn more about why the GTWM is needed in combat; next-generation GTWMs; the project team and the impact of their research; and national media coverage on the technology.

Information Assurance Support Environment – Public Key Infrastructure (PKI)
http://iasd.disa.mil/pki
After reading Susan Chandler and Jerrod Loyless’ article on the DoD’s PKI—a service of products which provide and manage X.509 certificates for public key cryptography—you may want to visit the DoD’s “one-stop shop” for information assurance and PKI knowledge and training. You can receive guidance on policy issues; get information on the DoD PKI’s around-the-clock Help Desk; connect with the PKI Certificate Policy Management Working Group; download training guides, memos, and other PKI documents; receive DoD PKI online training; read government memoranda and training guides regarding PKI; link to other Web sites of interest; and learn about the External Certification Authority Program. There is also information on the DoD’s expansion of their Secret Internet Protocol Router Network (SIPRNet), and how SIPRNet smart cards will increase security levels.

Remarks by the President on Securing Our Nation’s Cyber Infrastructure
Summer Olmstead and Dr. Ambareen Siraj—in Cyberterrorism: The Threat of Virtual Warfare—delve into an issue that President Barack Obama addressed in his May 29, 2009 speech covering the great promise but great peril of cyberspace. President Obama’s speech covers cybercrime in its many forms: identity theft, privacy violations, the economic risks to e-commerce, ATM robberies, and stolen intellectual property. He also addresses national security issues and the recent cyber intrusion into our power grid. The President’s main focus, though, is our military networks, which have faced the most serious cyber incidents and infections via malware. After discussing these issues, the President outlines a new approach and a range of actions in five key areas.

Information Assurance Support Environment – DITSCAP Transition to DIACAP
http://iasd.disa.mil/diacap
In this issue’s Certification and Accreditation of SOA Implementations: Programmatic Rules for the DoD, the authors discuss the DoD Information Assurance Certification and Accreditation Process (DIACAP), a process to ensure that risk management is applied on Information Systems from an enterprise view. This Web site gives an overview of DIACAP; provides guidelines in the transitioning from the DoD’s Information Technology Security Certification and Accreditation Process (DITSCAP); offers access to the signed DIACAP in its entirety as well as to National Information Assurance Certification and Accreditation Process Instruction; and links users to online DIACAP training.

Interview: John G. Grimes
Assistant Secretary of Defense for Networks and Information Integration/DoD CIO (and frequent CROSSTALK contributor), the Honorable John G. Grimes, believes that organizations have to work together for interoperability. In this interview from Defense Systems magazine, Grimes discusses issues including the alignment of the military services’ IT infrastructures, the challenge of information sharing among government agencies, and the threat of cyber attacks. He also discusses the DoD’s movement to service-oriented architecture, which is providing great opportunities for the DoD to quickly deploy Web services that make information available across organizational boundaries.

The Lean Systems Engineering (LSE) Working Group
http://cse.lmu.edu/about/graduateeducation/systemsengineering/IN -Cose.htm
The goal of the LSE Working Group is to strengthen the practice of SE by exploring and capturing the synergy between traditional SE and Lean. Through the Web site, the group: applies the wisdom of Lean thinking into SE practices, people, processes, and tools for the most effective delivery of value to program stakeholders; formulates the body of knowledge of LSE; and develops and disseminates training materials and publications on Lean SE within the International Council on Systems Engineering community, as well as with industry and academia. Learn more about the group—its members, history, publications, accomplishments, and mission—as well as receive access to several resources detailing what Lean SE is all about.

Software Engineering Process Group (EPG) Guide
www.sei.cmu.edu/reports/90tr024.pdf
Read the guide that revolutionized software EPGs and told readers that “it takes tremendous energy to counter our own and others’ resistance.” Even after 19 years, Priscilla Fowler and Stan Rifikin’s work is still a must-read for anyone wanting to establish a software EPG. Emphasizing the “what” over the “how,” the guide offers a basic introduction to the subject and provides guidance for initiating and sustaining an improvement program in an organization. The guide is as much concerned with the human side of stimulating a higher quality process as with the technology of improved processes.

WEB SITES
COMING EVENTS

January 18-21
11th Annual Lean Six Sigma and Process Improvement Summit 2010
Orlando, FL
www.leansixsigmasummit.com

January 20-22
37th Annual ACM SIGACT-SIGPLAN Symposium on Principles of Programming Languages
Madrid, Spain
www.cse.psu.edu/popl/10

January 25-28
Network Centric Warfare 2010
Arlington, VA
www.ncwevent.com

February 24-25
AFCEA Homeland Security Conference
Washington, D.C.
www.afcea.org/events/homeland

February 28-March 3
17th Annual Network and Distributed System Security Symposium
San Diego, CA
www.isoc.org/isoc/conferences/ndss/10/

April 26-29
22nd Annual Systems and Software Technology Conference
Salt Lake City, UT
www.sstc-online.org

LETTER TO THE EDITOR

Dear CROSSTALK Editor,
The July/August 2009 article Why Software Requirements Traceability Remains a Challenge was spot-on in regards to the multiple difficulties faced in the utilization of the requirements traceability in practice.

Andrew Kannenberg and Dr. Hossein Saiedian have correctly identified the burden that the production of this artifact puts on project teams with no discernible benefits to the individuals or to the teams. No amount of training and policy can change that.

One creates an artifact in order to use it. I have not seen, in 18 years of software development, anyone actually using the requirements traceability matrix or other incarnations thereof.

For requirements traceability to be useful, all the tools used in the software development value chain ought to be able to produce or consume requirements traceability data in a transparent manner. That is, the requirements management tools, the modeling tools, the integrated development environments, the testing tools, the configuration management tools, and the project management tools must be able to support the tracing of the same (software) requirement through the life cycle of the system being built or maintained transparently and easily.

—Babak Makkinejad, Ph.D.
Services Information Developer, HP
babak.makkinejad@hp.com

Feeling environmentally friendly? Get a new subscription or update an existing one to get CROSSTALK delivered by e-mail instead of snail mail.

SHANA.E.HEADLEY@HILL.AF.MIL

The Department of Homeland Security, Office of Cybersecurity and Communications, is seeking dynamic individuals to fill several positions in the areas of software assurance, information technology, network engineering, telecommunications, electrical engineering, program management and analysis, budget and finance, research and development, and public affairs. These positions are located in the Washington, DC metropolitan area.

To learn more about DHS’ Office of Cybersecurity and Communications and to find out how to apply for a position, please visit USAJOBS at www.usajobs.gov.
Reality Check or Parody Bit?

It started in the '60s with Allen Funt’s Candid Camera: the concept that real life is more interesting than fantasy. No need for celebrities, scripts, or big budgets to attract viewers. Chuck Barris upped the ante in the '60s and '70s with The Dating Game, The Newlywed Game, and The Gong Show, all exploiting our social quirks.

In the '80s, Deadliest Catch, in which CEOs bid for the talent of a prima donna architect—consults with the CEO, CFO, human resources, and legal council to determine whether to sack the architect or the rebellious engineers. The final of the four shows would be Dog the Bounty Hunter, where said prima donna architect, whose first name happens to be Dog, writes a book titled “Prima Donna Design: Architecture for Those Who Can.” We follow Dog as he travels the country hunting companies he can fleece through lectures, workshops, and consulting gigs.

Switching channels we find a surplus of “reality-competition” shows to work with, starting with the slightly re-named Project Runaway. Here engineers are given a runaway project with no oversight, schedule, or quality assurance. The first to bankruptcy wins an autographed Heidi Klum poster. Shear Genius pits engineers against each other as they cut, trim, shape, and transform mainframe legacy code into an iPhone app. In Hell’s Kitchen, programmers try to find a software bug nestled inside two million lines of undocumented spaghetti code. In America’s Got Talent, project managers are asked to develop software-intensive systems with no H-1B visas, foreign workers, or offshore outsourcing. Wipeout, puts administrators against software engineers for control of the software development environment while Fear Factor is a fun little show that forces engineers to use their own products in near-death situations. The Biggest Loser tests software engineers’ ability to provide minimal functionality for the most money. In The Mole, anti-process engineers are planted inside Engineering Process Groups to sabotage quality assurance ratings before they are discovered. Finally, engineering teams match wits in The Weakest Link as they transfer critical data across random platforms, data links, and protocols like an electronic hot potato. Lose the data and “you are the weakest link ... goodbye!”

Finally we offer the “makeover” genre. In Trading Spaces, real-time programmers are assigned to data processing centers with abundant memory, storage, and resources while database programmers are assigned to a real-time software intensive system with cycle constraints, interrupts, and memory paging. Each tries to improve the other’s system and then critiques the results. In Supernanny, top-notch consultants race to be the first to convert talented cowboy programmers to PSP and TSP. Peer Eye for the Late Guy drops in on team interventions, disguised as peer reviews, to help procrastinating engineers meet milestones and deadlines. And What Not to Wear ... for engineers, the possibilities are endless.

Engineering reality TV may not be the answer. Most reality shows grow more scripted and less real with success. We are probably better off sticking with MythBusters. That show captures the heart of an engineer: showing how something works, testing stuff, pitting system administrators against software engineers, and exposing model homes to its wrath. If this show were to hire said prima donna architect—consults with the CEO, CFO, human resources, and legal council to determine whether to sack the architect or the rebellious engineers. The final of the four shows would be Dog the Bounty Hunter, where said prima donna architect, whose first name happens to be Dog, writes a book titled “Prima Donna Design: Architecture for Those Who Can.” We follow Dog as he travels the country hunting companies he can fleece through lectures, workshops, and consulting gigs.

...goodbye!"

We could start with Big Brother, a “Fly-on-the-Wall” (ForW) show where twelve Agile software engineers move into a government project to develop the National Medical Records Database with no outside help. Watch tensions rise as a government project to develop the National Medical Records Database with no outside help. Watch tensions rise as a government project to develop the National Medical Records Database with no outside help. Watch tensions rise as a government project to develop the National Medical Records Database with no outside help.

Closing out the ForW genre, we have Engineer vs. Wild, where, each week, a software engineer is dropped into the middle of a start-up company and asked to develop a company-wide knowledge management system with a laptop, an Internet connection, and a can of Mountain Dew. Watch as he or she rubs two modules together to create a parser and erects a makeshift database. Each week an engineer is discharged from the team based on compliance, seniority, and staff meeting attendance.

On our version of The Real World, a project manager is coerced into joining his subordinates as a contributing engineer. Watch in amazement as he tries to boost up test stands and simulators. See paralysis set in during critical design review. Tempers flare when peer reviews turn to payback. Tears flow during budget cuts and schedule accelerations.

Note
1. For those not working with or for the government, you may be surprised to find that this actually happened. See: <www.nextgov.com/nextgov/ng_20090217_6795.php>.

---Gary A. Petersen
Arrowpoint Solutions, Inc.
gpetersen@arrowpoint.us

SM TSP and PSP are service marks of Carnegie Mellon University.
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