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Finding the Right Consultant
Brings Mutual Success

Some consultants have been known to be expensive, time consuming, and even egotistical; initial impressions may be that they are sending customers down seemingly fruitless paths. However, many consultants bring an array of successful experiences to the table, that when shared properly can provide substantial benefits that outweigh the costs. While there is no crystal ball to tell which consultant will most benefit your organization, checking references and setting balanced expectations of knowledge, cost, and ability to work with your organization will go a long way to ensure you have an arrangement that is mutually beneficial.

One of my previous supervisors believed that consulting, when done right, puts the consultant out of work. A consultant's task is not only to guide, train, and execute, but also to enable the customer to perform on their own. If not, then the consultant is outsourcing, not consulting. I liked the analogy he shared of improving a basketball team. At first the consultant focuses on the team's weaknesses, often jumping on the floor to rebound, score, or play defense. Realizing a consultant can't play all positions, the next step is for the consultant to become the point guard, a coach on the floor to direct and motivate the team. Eventually the consultant wants to step off the floor and coach from the sidelines, allowing players to increase their skills and experience. Once management has learned and implemented the new processes and skills, the consultant will step off the bench and watch the game from the skybox, occasionally providing counsel on fine-tuning the team. Eventually the organization will heal and run itself. The successful consultant is no longer needed.

In *Lessons Learned From Software Engineering Consulting*, Dr. David A. Cook and Theron R. Leishman share some of the insights they have acquired from numerous years of consulting. While the focus of this article is on the more common problems that they have encountered, the closing suggestions for improvement are useful for almost all problems: Don't be afraid to ask for insight from others. This can work by asking a new person in the group with a fresh perspective, talking to someone from another group who may be showing success, or finding the right help from outside the organization.

Gregory T. Daich discusses ideas for getting more for your training time and dollars in *Overcoming Training Dilemmas Brings Greater Training Value*. It is usually not easy to find the necessary funding for training, and finding the time to go to the training can be even more difficult. When the training results in improvements that outweigh the costs it is great, but too often the stress on funding and time only results in little improvement with less funding and time now available.

We also have an article for our readers working in the consulting area. Sarah A. Sheard, Suzanne Zampella, and Albert J. Truesdale write about their lessons from challenging situations in *Ten Key Techniques for Process Improvement Consulting in a Challenging Environment*.

In this month’s supporting articles, I wanted to expand on addressing organizational issues, so the line-up includes *The Human Dynamics of IT Teams*. In this article Jennifer Tucker, Abby Mackness, and Hile Rutledge remind us that people make software, and we must determine how to best work with these people to achieve the most success. In *Making Meetings Work*, Michael Ochs and Rini van Solingen share some insights from analysis of over 315 meetings in their own organization. While the results may not apply to all organizations, this could be the starting point for similar studies over a broader data set. In *Verification and Validation People Can Be More Than Technical Advisors*, George Jackelen shares one perspective for thinking outside the box when looking for help. In his example, a verification and validation group can also provide support in non-technical areas of software development. Finally, in our online article *Information Assurance in Wireless Residential Networking Technology: IEEE and Bluetooth*, Rayford B. Vaughn and Ambareen Siraj compare these two technologies, discussing both their strengths and weaknesses.

There are many different reasons to hire consultants. Organizations might want a sanity check, training, an overhaul, or even someone to do the work for them. Whether you find this support from internal mentors or from outside consultants, I hope this issue will help you consider new alternatives.

Elizabeth Starrett
Associate Publisher
The Software Technology Support Center (STSC) has provided consulting services for Department of Defense organizations since the late 1980s. During the last 15 years, literally thousands of visits have been made to various organizations in an effort to help them build and buy software better. This article talks about some of the lessons learned by two of the STSC’s many consultants.

During the past years, many Software Technology Support Center (STSC) consultants have conducted program reviews and provided consultations for numerous Department of Defense (DoD) programs. After having observed many different organizations and analyzed their problems, certain patterns emerge. One of these is that there really are not any new problems. In almost all organizations that we visit, we hear, as part of the briefing, “We have unique problems here.” It is difficult not to smile. In almost 100 percent of the cases, the problems are neither unique nor even difficult to uncover.

The Problems
The problems organizations have are usually grouped into the following categories:

- Requirements.
- Schedule.
- People.

According to G. Weinberg, “No matter how it looks at first, it’s always a people problem” [1]. Of course, it is a bit simplistic to say that it’s always a people problem. All problems are related to people. However, certain types of problems, while people-related, are actually specific to requirements and schedule.

Requirements Problems
It comes as no secret to developers that requirements problems are common in almost every large project. It should come as no secret to managers, either. However, we are still attempting to build software by using models that require exact requirements. While organizations often speak glowingly of iterative and spiral models, and of the Rational Unified Process, the software continues to be built using waterfall models, at least from a high level. For one thing, money tends to trickle down in a single lump sum, at least in terms of a high-level budget.

Unfortunately, budgets often are set and programs are funded prior to a full understanding of the correct requirements. Requirements issues continue to plague projects, often past the coding phase and well into testing, integration, and even sustainment [2, 3].

The simple rule is this: Expect to have incomplete requirements well into design, and often even well past it. To mitigate this risk, these obvious actions can be taken:

- Use a life-cycle model that permits iterative requirements gathering and incremental releases. In most projects, software needs to be developed and delivered in small increments. Yes, this often increases the cost. However, as we have learned many times, you will have to throw away at least one release – so do not make the final copy the throwaway [4]! It is usually not critical that the first version of the software is correct; it is probably not going to be, and you are going to end up throwing it away. It is much more important that the last version is correct.

- Management must be able to shift, reallocate, and if necessary request additional budget as requirements are eventually ferreted out and documented. Early in the requirements process, it is difficult to know the extent of the complete requirements; you are unlikely to know the implementation cost. The old way – padding the budget in hope of covering unforeseen requirements – has proven inadequate. Allowing the budget to grow as requirements expand allows ramping-up of the initial version or iteration of the development, with room (and money) to grow as needed.

Schedule Problems
One of the authors recently attended a software estimation workshop that covered a few well-known rules of thumb in the cost and schedule estimation world. One is that the average programmer produces 100 lines of code per month. Another is that by taking the cube root of the lines of code and multiplying by 3, you can estimate the basic schedule of a project in months.

For example, a project estimated at 100,000 lines of code (LOC) would take approximately 1,000 staff months (100,000 divided by 100). The cube root of 1,000 is 10, and multiplying this by 3 equals a nominal time schedule of 30 months. (Again, these are very rough rules of thumb – and good software developers will have more accurate and validated rules for their particular organization. Still, as general rules of thumb, they have been independently discovered and validated many times).

These rules of thumb can be used to establish a rough estimation of man months and time, given a reasonably good estimate of code required. One premise of these rules is that the cited nominal schedule cannot easily be shortened. The multiplier 3 used in the example varies among schedule estimation experts. However, most experts agree that anything below a multiplier of 2.25 creates an impossible schedule. In other words, if you know the line-of-code estimate of the project, it is relatively easy to establish a minimal schedule, which according to leading experts, cannot be lowered. This permits a relatively easy idiot test of the schedule.

The remarkable thing is that many projects do not have rough estimates of LOC (or function points, or some other size measurement), and therefore cannot justify (or even explain) their schedules. If your project has a schedule (and delivery date) dictated by anything other than a reliable (size, schedule, and cost) estimation method, then you are likely to have an impossible schedule. Just because the software is needed by a certain date does not imply that it can be ready by that date.

Develop an understanding and respect for the complexities of software development. This understanding is invaluable in comprehending the challenges of software estimation. Have you ever noticed how simple things are, if you are not the one actually doing the work? While remodeling their house, the wife of one of
the authors considered many of the tasks associated with the remodeling as simple, little projects. Such simple, little projects included moving a load-bearing wall and extending an exterior wall to make rooms larger. The author’s wife could not understand why the project schedule and budget were so large. These are, after all, simple, little projects! Simple – but only in the mind of a person who does not understand the principles of construction and will not be doing the work. Software development is like this!

Program/project managers and customers of software-intensive systems need to understand that software development is not a simple, little project. Estimates and schedules developed using sound software estimation processes and approaches should be respected by managers and customers alike, and not randomly adjusted due to whims and desires of external influences.

As a final note, Brooks Law [4] (which paraphrased, says that adding additional people to a late software project only makes it later) does not just apply to adding people. Reorganization, changing contractors, or reassigning personnel in a late project will most likely not improve the situation. However, it will provide a convenient excuse for management when things start to fail!

When the schedule starts to slip in a major way, there exist only two viable solutions. First, change the schedule. Second, reassess the requirements and provide less functionality. Of course, a poorly designed system that is into development or testing cannot easily have functionality removed without major recoding. Therefore, often the only viable solution is to change the schedule.

People Problems
As consultants at the STSC, the authors have participated in many programs’ reviews. In addition, we have been asked to consult and provide help for many programs. If there is one common theme that runs throughout all of the problems we have examined, it is this: Bad management (and bad management decisions) can cripple even the best programs. The interesting thing is that in literally all of the consultations in which we have participated, the problems are known by the folks in the trenches. Bad management decisions, unreasonable (and impossible) demands, and poor staffing decisions could easily be discovered by asking developers.

Unfortunately, developers often do not have an avenue to anonymously report problems and/or concerns. Afraid of complaining (and equally afraid of retribution) the developers gripe among themselves, but have no way to resolve the conflicts. When the problems become severe enough, outside consultants are called in, discover the problems, and summarize and report to management. The interesting thing is that management is often aware of the problem and typically makes such comments as, “We knew there were issues, but didn’t know how severe the problems were.” Unfortunately, by the time consultants are called, the problems are usually so severe that significant opportunities have been lost.

Do not be afraid of the truth! We have experienced some programs where it was apparent that the program managers did not really want to hear the truth. They were content to manage the program with their heads in the sand. This type of program management is sure to kill almost any program.

To put it simply, not only are people your most important resource, but also they are your source of information. Managers, you need to set up avenues for your developers to voice issues and address concerns. Some of these avenues need to be anonymous. If you can convince your developers that valid complaints and problems are going to be addressed – with no fear of retribution – then you will have a handle on learning what the problems are.

Other Ways to Improve Your Chance of Success
As consultants, we are always amazed that the problem, while seemingly hidden from the program, is almost blindingly obvious to an outsider. This observation and others lead to the following solutions.

Do Not Forget the Simple Things
Once you successfully step back from the problem to observe, it is amazing how often the solutions rely on simple things. Past issues of CROSSTALK have covered the many simple things necessary to manage a program: risk management, requirements management, and configuration management [2, 3, 5]. Not that any of these topics are simple (far from it), but it is a simple fact that most programs will not succeed unless you have implemented risk management, requirements management, and configuration management.

Yet as consultants, we often see programs that are ignoring very fundamental areas. Someone once said of metrics that “they don’t have to be 100 percent right to be useful.” Well, when it comes to managing your risks, requirements, and configuration, you do not have to be 100 percent correct to be useful. As long as you manage with the right goals in mind, your project has a much better chance of succeeding [6].

Do Not Be Afraid to Ask for Help
As consultants, we often find that a major problem in programs is that many levels of the development effort, from programmers to upper management, feel that it will make them look bad if they ask for help. Managers do not want to admit that they do not have a handle on all facets of their program. Developers do not want to admit that they are not absolute masters of the nuances of either the development or target environment. The problem is rooted in the fact that most DoD projects are different from prior projects, so managers and developers alike do not have prior projects to make comparisons.

The solution is to find someone with experience. Experienced developers know that having an experienced program manager improves the chances of successfully completing a project on time and under budget. Unfortunately, experience comes from two sources – good experience, and bad experience. While there is certainly an argument to be made that a bad experience teaches very good lessons, nobody wants bad experiences on their project. To find others with good experience you have to admit that you need help. This is often easier to do with an impartial, outside observer than with peers.

Impartial observers do not necessarily have to come from outside your company – only from outside of your immediate group. In most large organizations, you can find mentors or other sources of help. This type of cross-pollenization not only helps your group, but can also help the entire organization by sharing viewpoints and experience.

Do not be afraid to request (and in some cases, demand) necessary training. Having new tools and languages do not help if your people do not know how to effectively utilize them.

Call in an Outsider
When you are deeply part of the problem, sometimes you cannot step back far enough to see the solution. In many software projects, independent verification and validation (IV&V) is used to assure quality. However, IV&V is usually called in after the software is finished. It helps, instead, to have an outside observer assist prior to program completion. Some projects are like this scene in Winnie-the-Pooh:
Here is Edward Bear, coming downstairs, bump, bump, on the back of his head, behind Christopher Robin. It is, as far as he knows, the only way of coming downstairs, but sometimes he feels that there really is another way, if only he could stop banging for a moment and think of it. [7]

We could often solve our problems if only we could stop banging our heads against a wall and think about it. However, without a truly objective outside observer, we often cannot see how to stop banging our heads.

It is a well-known fact that outside consultants are more influential. This feeling goes back to the days of the Bible: “Prophets are honored by everyone, except the people of their hometown and their own family” [8]. Outside observers are often useful in getting across the same message that you have been trying to convey for years — their status as an outsider gives them the credibility to get your message across.

As with outside observers, mentors, trainers, and expert advice, consultants can be used to help you over the rough spots. The cost of hiring a consultant is often paid back many-fold by the savings in preventing rework.

Summary
Are these guidelines enough to keep your program on track? Of course not! In reality, they are at best, general guidelines. They are based on an examination of many software projects under varying constraints. Many important issues such as design and implementation have not been covered — these usually are not major issues that the STSC sees. Other issues such as testing and verification and validation are very important, but the authors feel these issues have been adequately covered in other CROSSTalk articles.

We do feel that the above guidelines are valid advice that might help you in your project. Certainly, software development is far too complex to be summed up in a few so-called simple rules.

• Have a strong risk management and risk mitigation plan.
• Implement configuration management.
• Use risk management and configuration together to proactively predict upcoming changes, thus mitigating major cost and schedule impacts.
• Focus on the product and quality, and modify the process to accommodate the needs of your program.

Do not be afraid to ask for help — it is far easier to learn from the experiences of others than to be forced to repeat all of the same mistakes. Also it is usually far cheaper to use a consultant’s experience to help you avoid mistakes and errors.◆
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Overcoming Training Dilemmas Brings Greater Training Value

Gregory T. Daich
Software Technology Support Center/Science Applications International Corporation

This article discusses how to avoid training dilemmas such as “they came, they taught, they left, and nothing changed.” (It does not include how to train a dilemma, which might be of interest to some managers.) Fundamentally, this article addresses getting more value from technical training. Organizations do not get the full value of the skills taught to their people without planning to determine training objectives and following up to evaluate progress. Many skills can be learned and readily applied on an individual basis, while other skills require an established organizational business process within which to effectively apply. Finally, students and managers may benefit from training on how to receive training effectively.

Many organizations have invested a significant amount of their resources in training because effective training has given them vital knowledge. Timely training can provide a significant advantage over competitors’ or opponents’ capabilities. However, some training does not result in recognizable improvements to individual skills or organizational practices. Without careful planning and follow-up, information acquired during training often dissipates into oblivion. Except for a course handout lying around collecting dust, no sign remains in some organizations after a few weeks that anyone received training on a particular topic.

Managers often invest thousands of dollars and several days of work effort for their employees to take a particular course. They often have high expectations for improving skills from training. However, some managers seem to be unaware that many individual skills that are taught cannot be applied unless a supporting business process is in place within which employees can perform those skills. The skills taught to employees are often evaluated as ineffective since the organization did not readily adopt them.

For example, software document review practices require a supporting organizational process to be consistently and effectively performed. Some document review skills can be applied individually. But my experience is that until an organization plans and conducts a disciplined document review process improvement effort, which includes appropriate training, software document quality will not significantly improve.

Since training is so important, estimating its return-on-investment (ROI) could provide important insights to guide further training efforts. However, a Software Engineering Institute (SEI) study found that leading software development organizations rarely try to compute training ROI [1]. (See the sidebar “Measuring Training ROI” on page 8 for information on computing training ROI.) They also found that only 18 percent of respondents indicated that their training resulted in significant improvement in their software engineering skills. What can be done to improve the value of training and how can training ROI be estimated to help in understanding its value? One thing is clear: There are many opportunities for improving the delivery and reception of training in both government and industry.

Determining Training Success

Training success is addressed here in terms of learning success and teaching success. A common measure of learning success is for students to demonstrate mastery of individual skills taught in class [2]. Learning success can be partially evaluated through exercises and tests. However, few business people like tests during training so instructors generally rely more on discussions and exercises.

An important measure of teaching success must include the level of adoption of advocated individual skills. In other words, do students actually accept and use the skills and technologies on the job that they learned? A key responsibility of trainers is to try to significantly affect students’ attitudes so that they actually try out new skills on the job. Of course, the training might be covering an outdated technique with respect to some new practices in the industry. If a student does not adopt the methods because he or she knows a better way, then the training was certainly not successful.

Measuring skill adoption is very difficult especially when many individual skills support an overall business activity. How much does individual skill competency contribute to overall productivity? That certainly depends on many factors, including, but not limited to, skill complexity and the likelihood of performing the skill incorrectly (e.g., injecting defects into the product).

Another method of measuring individual skill adoption and training success is to conduct post-training surveys. If a student professes to be performing the skill as taught, then it may be assumed that training was basically successful. However, some performance monitoring and evaluation is prudent to ensure the student performs the new skills effectively. If the student has not had a chance after several months to perform the skill or has refused to perform the skill for whatever reason, then the success of the training is questionable at best and could potentially be considered a total waste of time. If the organization has adopted supporting practices wherein individual skills can be practiced and observed, the likelihood of achieving training success is increased.

A key measure of training success is the level of adoption of organizational practices that are taught. Adopting improved skills and practices is a significant challenge often requiring weeks of effort to plan, define, pilot, and implement. However, without a concerted adoption effort, many useful practices never get off the ground in some organizations. Their method of improving practices never seems to get beyond the desire to improve stage.

To continue the earlier example regarding adopting disciplined document review practices, it is generally easy to understand the mechanics (the process) of a disciplined document review. Also, individual skills to effectively participate in disciplined document reviews are fairly easy to learn. Understanding the documents under review is certainly the hard part. However, when people are first introduced to disciplined document reviews, they are often amazed at the number of defects they find in their technical documentation. Without the process infrastructure, people often revert to poor review practices such as...
Measuring Training ROI

Just because measuring a return on investment (ROI) for training may be difficult does not mean we should not try to do it. One method for measuring training ROI is to try to measure resultant project savings following training. A Software Engineering Institute study observed that “it is not always possible to attribute improvements entirely to training” [1]. However, we might be able to estimate an ROI for training and process improvement combined.

How do you measure the ROI for process improvements? One perspective is that you need to know something about the size of the effort and amount of time and resources it costs to perform that effort. Then you need to know how the new or improved skills and practices improve the organizational capability to perform that effort. This means that you need to estimate and then track short-term and long-term gains and losses from the improvement effort. ROI changes throughout the project life cycle. Initially it is often less than one (costs more to change than the value received) but then it grows to be greater than one (gets more value than the investment). Some skills and practices show an ROI greater than one fairly early such as disciplined document reviews [9, 10, 11].

One method for determining ROI is to estimate the number of defects created by current practices and the effort it takes to fix those defects, i.e., determine the cost of rework before improvement (CRB). Then measure the number of defects after adopting new and improved skills and practices and the effort it takes to fix those defects, i.e., determine the cost of rework after improvement (CRA). Then normalize CRB and CRA to reflect the amount of rework per 1,000 lines of code (KLOC [or some other relevant normalizing factor]). I used KLOC and the sample numbers below as an example.

Normalized CRB (NCRB) = $150,000 / 25 KLOC = $6,000 / KLOC (before improvement)

Normalized CRA (NCRA) = $100,000 / 50 KLOC = $2,000 / KLOC (after improvement)

Next, calculate the normalized cost of training and process improvement (NCTP). If $50,000 was invested in training and process improvement and 50 KLOC received the associated benefits, then:

NCTP = $50,000 / 50 KLOC = $1,000 / KLOC

Finally, calculate an ROI for training and process improvement (ROITP):

ROITP = (NCRB - NCRA) / NCTP = ($6,000 - $2,000) / $1,000 = 4

In this example, $4 were saved for every dollar invested in training and process improvement. This only considers the current project. Conceptually, the process only needs to be changed once to implement an improved capability. However, training is needed for each new staff member as he or she enters the organization, i.e., it happens as needed. The ROI will increase as additional projects receive the benefits of the training and process improvements. If you lose people and you have to train new people, then the ROI changes.

The key point and basis for ROI estimates is that defects cost a lot in terms of time and money if we do not find and fix them early. We should be able to estimate current practices and compare them to new practices that have been implemented in the organization and on which the staff has been trained. Thus, rework avoidance should help us gain a realistic perspective of the value of training and improved practices.

On-Site Training Room Dilemma

When training is held in the same building where the employees work, they will often arrive late or return from breaks and lunches late because they go to their desk and are caught up in the normal work activities. In addition, when managers give extra assignments or require previously assigned projects to be completed during the training period, employees may miss several hours of important instruction. Working long (often unpaid) hours into the night to finish projects can take its toll on employee comprehension and participation. Managers should not require their employees to work on projects during the period that they are attending class. Also, managers should not require more than a normal day’s effort (eight hours maximum) during training periods.

Training Dilemmas

I have observed several dilemmas over nine years of providing software quality and test-related technology training. The following training dilemmas have inhibited adoption of individual skills and organizational practices.

They Came, They Taught, They Left, and Nothing Changed Dilemma

Managers often have not assessed training needs adequately before preparing plans for implementing needed skills and practices. Trainers often have not advocated planning for implementing individual skills and organizational practices that they teach. Students often have not made a sincere effort to learn and practice the skills they are taught. Many organizations need training on how to receive training effectively. Students should know their objectives and strive during and after class to achieve them. In other words, students need to be proactive learners to support their organization’s training goals. Getting the most value from training is a shared responsibility between trainers and managers and their staff.

The SEI reported, “When employees were involved in the training process and the associated needs analysis, they felt they were getting skills improvement that would be beneficial to them in their careers” [1]. Managers need staff input in skill needs analysis and process improvement planning. Effective training must consider what should happen after class. Maintaining the status quo back on the job will not achieve the ROI desired from training. Managers and students must plan to change and implement appropriate improvements to minimize this dilemma.

skim reviewing for finding defects. Skim reviewing is briefly reading a document without taking the time to (1) check for consistency and completeness against all source information and to (2) check against appropriate evaluation criteria (e.g., checklists).

Some discipline is always required to effectively perform organizational processes. Unless the organization adopts a business process infrastructure within which employees can perform many learned skills, training cannot be successful because many skills will not be performed. I call this The Process Not in Place to Support the Training dilemma. The following section addresses a few other training dilemmas.
Effective training can occur in on-site training rooms but it often requires a concerted effort to avoid the temptations to continue project effort during training. Trainers should include some fun incentives to encourage on-time attendance such as providing interesting (but not essential) information in the first minutes after breaks or lunch [3].

**I Am Here Because I Was Told to Be Here Dilemma**

Occasionally, a trainer is blessed with one or more students who come to class with their arms folded and a look on their face that challenges the instructor to try to teach them anything. You know the type—they were told to be there, and they would obviously rather not be.

It is the trainer's responsibility to hold attendee attention by providing interesting and informative material and experiences. All effective trainers continue to work on that. However, the attitudes of some students can infect others to the point that progress can be inhibited. Establishing training objectives ahead of time can help with this dilemma. If some staff members do not want to attend, then maybe there are underlying issues that need to be dealt with before training will be effective.

Martha Kelly, course leader for several Langevin Train-the-Train courses, said:

In any training you conduct, the learner should work harder than the facilitator. Training is a place where people come to practice their jobs. It isn't prison; it isn't a vacation; it isn't home. It's an extension of the office where real-world problems should be discussed and potential solutions to problems should be learned and practiced. [4]

One way to overcome a complacent attitude is for trainers to show they sincerely care about attendees’ issues and problems. People often will not listen to you until they know you care about them. Trainers should get to know attendees, when the class size and time permits, by talking personally with each attendee at breaks, lunch, and after hours. This can go a long way to overcoming this dilemma. Activities to help students get to know each other can help as well.

**Bad News Dilemma**

Sometimes it does not take much to turn a group of students against a trainer. Bad news travels faster than good news. Even experienced, highly entertaining trainers can have difficulty answering some questions, leaving some students dissatisfied. If a student then chooses to share his or her opinion or concerns with others, the door to communications and effective teaching closes to some degree with the other students as well. What can be done in this case? Trainers could answer all questions correctly with evidence to back claims and do so delightfully. That is a tall order. Certainly, if a trainer does not know the answer to a question, he or she should say so. Langevin’s course on Advanced Instructional Techniques reminds trainers that they should not take themselves too seriously, and that they should adopt the role of a leader and guide rather than an expert [4]. Opinions should be expressed as opinions rather than facts to help students understand that we are all still learning. When an opinion is not sold adequately to a student, we can then agree to disagree and move on. Sometimes trainers can invite other attendees to respond or give added attention to the matter after class hours. The point is that we need to encourage students to discuss their concerns and not harbor them with resentment.

**Not a Jay Leno Dilemma**

How much value is the entertainment factor in instructing technical courses? As mentioned above, it is the trainer's responsibility to hold student attention by providing interesting and informative material and experiences. However, most students today have always had ready access to TV and the movies. Usually student expectations are high with respect to the entertainment factor in the courses they attend. Some trainers move into this industry with little prior experience in training let alone in stand-up comedy. All of a sudden, these new trainers not only have to teach someone how to perform a technical skill in the context of an organization's business practices, they have to be sensational to the students they are teaching.

Part of the answer is for trainers to receive training on becoming more effective and engaging. Perhaps part of the answer may also reside in students somehow valuing the technical content of the courses a little more than the entertainment factor. This could be done in part through a measure of the student adoption of new skills. Again, the ability of the instructor to affect attitudes is vital in adopting new skills.

There are dozens of books dedicated to increasing the entertainment factor in training. They are often based on the actual experiences of practicing trainers and many of their ideas are great. But when it comes down to it, each trainer needs to be authentic by being themselves and not someone else. Trainers can be taught to increase their level of animation to be more engaging and entertaining. Trainers do not need to be a Jay Leno-type entertainer to be effective. The key is certainly the level of enthusiasm a trainer shows for the material being taught.

**No Management Endorsement Dilemma**

Having no policies, no champion, no process, or no improvement plans are each indicative of a lack of management endorsement. Policies are required to identify and establish management support for key business practices [5]. Champions are needed to demonstrate capabilities and get people excited about new and improved skills and practices. Active management involvement in identifying and empowering process improvement leadership is vital to success. Documented processes are required to establish (1) the sequence of events or phases to be performed, (2) the associated entrance and exit criteria for those phases, (3) the inputs provided and the outputs expected from each process phase, and (4) key measures to be collected to evaluate the process success [6]. Improvement plans are needed to change old business practices to new.

Organizations need to consider the difficulties inherent in changing an organization’s way of doing business. See the SEI’s IDEAL® Model for information on effectively changing processes [7]. The SEI has also published a People Capability Maturity Model that states, “The most common reason for the failure of improvement programs is lack of executive support” [8]. Get management endorsement for the specific training or do not train.

**Responsibility**

Make no mistake; the responsibility is squarely on the trainer's back to deliver effective workshops. However, too many managers have the mistaken perspective that their employees will automatically adopt skills that were learned as their new way of doing business. This may lead to the conclusion that the training was not effective if their employees and organization did not readily and automatically adopt what was taught.

Trainers should warn students that certain skills would require management endorsement and effort to become the
accepted practice. Trainers can also prepare students to effectively adopt improved practices. However, process improvement is a business decision that many managers have not delegated, and unless management initiates a process improvement effort (which they often do not because of product delivery pressures), processes remain as status quo. This fundamentally means that the organization should not have acquired the training in the first place since all that happened was money and time were spent with no recognizable benefit.

**Recommendations**

Organizations that are aware of the issues surrounding these training dilemmas work toward gaining more value from their training decisions. Many training dilemmas were not listed in this article. However, many publications exist that identify similar and other training challenges and how to deal with them. Be careful not to make the assumption that the burden for training success is completely on the trainer, and that students automatically know how to get the most value from training. These are dangerous assumptions no matter how much training has been acquired.

Many organizations could benefit from training in how to receive training effectively. Train-the-trainer programs can answer this need by teaching students and managers how to get more value from training. These programs should not just be for trainers. Train-the-trainer programs can help students learn how to be better students.

Do not expect the status quo to help your organization remain competent and competitive. Acquire training that gets adopted and makes an economic difference.
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Ten Key Techniques for Process Improvement
Consulting in a Challenging Environment

Sarah A. Sheard, Suzanne Zampella, and Albert J. Truesdale
Software Productivity Consortium

When organizations put extreme pressure onto process improvement success, sponsors and change agents have little room to experiment and even less room to fail. Consulting in these environments can feel like a no-win situation, both for the employees and for the consultant. The consultant must discover all objectives and be genuine in responses. The consultant needs to take advantage of his or her position outside of internal politics to tell the truth, both negative and positive. Patience and a willingness to take the beat will go a long way, as will working in pairs and being willing to cease the engagement altogether.

This article describes 10 key techniques to handle the difficulties.

Some organizations fear losing a competitive edge when their competitors achieve a high maturity level on a capability model. Therefore, these organizations seek to achieve a similar or higher level on a fast track. Demonstrating a capability model Level 1 attitude, management believes that by pushing individual heroes to work very hard, they can make the impossible happen [1]. Consequently, a software (or systems) engineering process group (SEPG) may request consultants to help meet process improvement goals while dealing with this extreme pressure.

Symptoms of a challenging environment that appear in assessment team members, sponsors, and interviewees include the following:

• Lying to assessors and to themselves about progress.
• Denying that model requirements apply.
• Arguing with an assessor or instructor that certain practices in the model ought not to be considered requirements.

In some fast-track process improvement organizations, true improvement is perceived as negative, rather than as the goal. They see the ideal situation as achieving the banner without changing the way work is done.

Other organizations have a difficult culture: Incentives are awarded to individuals, and each employee seeks solely to improve his or her own standing. Executive challenges to work as a team are perceived as patronizing attempts to fool the masses. Managers are told, “Find a way,” and that way often involves deceit (e.g., back-pocket schedules) and exhortations to heroism (e.g., extremely long hours just this once).

Another challenging environment occurs when management has what employees call a Silver Bullet of the Month [2]. Employees perceive a process improvement effort to be temporary, only to be abandoned as soon as a banner is achieved. This leads to poor engineering of process documentation, which is then unusable, fulfilling the prophecy.

Techniques

Below are ten key techniques consultants can use to help make a process improvement effort successful. The second through fourth techniques are basic consulting techniques that are most critical in a challenging environment.

“The consultant therefore has a responsibility to the client to be truthful, especially when the client may not want to hear the truth.”

I. Be Aware of Explicit and Hidden Agendas

Known objectives are the primary key to success. Most process improvement efforts will explicitly set an objective for a higher capability maturity level, but secondary objectives are often hidden. Consultants who behave as if the explicit objective is all there is are likely to experience resistance or even sabotage when they suggest actions that go against hidden objectives.

Typical secondary objectives include a manager or the SEPG members earning a bonus if the effort succeeds, or being fired if it does not; the organization being able to market at the same level as competitors; and bidding on particular contracts that require a specific maturity level. The authors are also aware of one company that wanted a maturity level because the company was about to be sold. A successful consultant will be aware of these secondary objectives, and will try to meet them, to the extent they are ethical and not in conflict with true improvement.

Internal politics are another kind of hidden agenda. Any true change will modify someone’s field of control. If that person perceives this as negative, he or she will fight hard to prevent or reverse the change. It is important to understand who these people are, how hard they are likely to fight back, and how and what can be done about it.

2. Be Authentic

Peter Block, in “Flawless Consulting” [3], discusses the two most important questions consultants should ask themselves. The first, which is most important in a difficult environment, is, “Am I being authentic with this person now?” In addition to requiring truth as described in the next technique, authenticity requires the consultant to understand and express his or her own feelings and hesitations. This includes uncomfortable feelings like, “You are excluding me from the decision-making process,” or “I feel I am being seen as a judge on this project, and that is not the best role for me.”

Most managers know, but do not say, that they know more than any consultant does about their own particular business. It is refreshing to have the consultant confirm that. The consultant should then explain his or her specific role in the engagement; typically, the role is bringing in a fresh pair of eyes, highlighting risks, and suggesting practices that have worked in other places.

3. Call It Like It Is

In a difficult organizational climate, a consultant has the advantage of being an outsider. An outsider need not bow to internal politics, and can speak the truth that insiders are afraid to say. An outsider cannot be hurt (much) by innuendo and is not required to appear to be a team player. The consultant therefore has a responsibility to
4. Support and Encourage

Most clients who hire a consultant are at least a little insecure about their ability to do the work. Especially after the euphoria of starting an effort, when the shock of reality hits, the consultant must reassure the client that this is part of the process; he or she is doing well and will get through it. There is no reason to despair. Specific examples of things that the client did well are welcome, reminding the client that worse things would have happened had the client not intervened. The consultant needs to be quite genuine and preferably specific in the encouragement, but also flexible.

For example, an intelligence agency senior manager asked one of the authors what he should do about emphasizing process improvement after Sept. 11, 2001. The consultant replied that although process improvement all too often is put on hold for fire fighting, there are exceptional times when there is no choice but to let emergencies take over. An organization has to react decisively and quickly, putting strategic efforts like process improvement on hold. The consultant reassured the client that what he was doing was as good as could be expected. The consultant reminded him that the important thing is not to drop process improvement altogether, but deal with the emergencies first and refocus on process improvement later.

5. Repeatedly Reset Expectations

Clients in denial, or clients in a hostile culture, frequently forget what you have told them, particularly when they did not want to hear it in the first place. Consequently, it is important for the consultant to revis-

---

6. Take the Heat

Most process improvement efforts in challenging environments will benefit from agreement between the insiders (say, the SEPG), and the consultants. A smart consultant will team up with internal change agents. If the insiders cannot afford to say something that needs to be said but may be threatening, then the consultant should say it. For example, “Compared to other organizations I have seen, this organization has a lot of duplicity and deceit in its actions, for example …” Then the SEPG can be seen as the good guys responding to the bad news. It is more predictive of lasting improvement if the organization perceives the insiders as being helpful.

7. Double-Team

Having two or more consultants really helps in some situations. Of course the two consultants must plan in advance to be sure to say the same thing, but the advantage is, the story is much more likely to be believed if two different people are saying it. Furthermore, when one is worn down with arguing, the other can take over and provide a break.

Another technique that has worked, even unintentionally, is a variation of the approach known as good cop/bad cop. One author naturally tended to be considerate and flexible, but when backed into a corner, could call on her colleague who could be relied upon to come down hard in that situation. “Look, do you want to deal with me or him?”

---

8. Nudge-Nudge-Kick-Repeat

A basic mantra with difficult situations, the nudge-nudge-kick-repeat technique uses repeated gentle nudging toward the right answer, with occasional stronger attempts to get attention. The consultant must be extremely patient to continue to nudge as a matter of course. Nudges are gentle reminders of the right way. A consultant should frequently remind the client of the point of process improvement and the need for buying in. Additionally, a consultant can review the way the effort has occurred to date and suggest different activities that may accomplish goals more easily. Nudges tend to sound like, “Typically clients find that …”

Kicks are more direct. “We told you six months ago to XXX. You said you would. Now you still haven’t done anything, and as a result you have created YYY problems, and you’re also four months behind schedule. Are you interested in this effort or not?” Note that the more specific the detail in such a statement, the better.

By understanding that the need for continuous nudges and occasional kicks is normal, the consultant can take in stride the number of times this technique needs to be repeated.

9. Document

In some very challenging environments, consultants can run into process improvement saboteurs. Intentionally or unintentionally, these people attempt to undo what the consultant recommends. Some take the form of passive-aggressive resistance, namely, appearing to agree and comply but working hard off-line to make sure that the recommendations are not implemented. The authors have also seen instances of internal team members consistently misrepresenting the statements of consultants: “My SEPG team leader tells me you said we wouldn’t need to document these things.” (“I most certainly did not!”) Although it seems defensive and reactive to cover oneself with memorandums, in such cases as consistent misrepresentation the consultant does have to act.

A common technique is for the consultant to write minutes of the meetings that occur and send them to everyone on the team. This way the consultant can be sure everyone has the consultant’s exact words. Perhaps a better technique is to have the insiders document the minutes, insisting that they be sent to the consultant for concurrence. This way, the insiders are not only taking charge (and getting practice documenting decisions), but also
realizing over time that they need to listen to the consultant’s views and accurately represent them, or they will have to keep doing the minutes over and over again.

10. Be Willing and Ready to Bow Out
A consultant’s greatest negotiating power comes when he or she is most free to leave the table altogether. In a difficult engagement, feeling able to terminate conveys additional power to compel the client to be reasonable. “I have to follow the assessment rules. If you want to break them, you will need to find a different consultant.” Besides, a good consultant does not want his or her name associated with an effort that is so doomed to failure that the most important points cannot be implemented. Always having other work to do allows the consultant to be firm with any particular client.

Conclusions
There are some stubborn cultures that even excellent consultants cannot affect. Short of impossible situations, however, consultants can use these techniques to encourage clients to do what needs to be done. General support and encouragement go a long way. Truth allows the client to believe that the support is genuine. Truth also provides the client with bad news, sometimes saving face for the insiders. Occasionally, the consultant has to deal with denial more strongly, sometimes by teaming up, and sometimes by fairly direct statements of detailed fact. Finally, the consultant needs to have an alternate plan; it keeps paychecks coming, and makes the consultant’s advice more compelling.
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Notes
1. Features of both the Standard CMM® Appraisal for Process Improvement (SCAMPI™) and its predecessor, CMM®-Based Assessment for Internal Process Improvement (CBA IPI), were instituted to prevent these symptoms from giving false positive assessments.
2. The second question is, “Am I completing the business of the consulting phase I am in?”
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Vernon M. Bettencourt Jr. has been named deputy chief information officer (CIO)/G-6 for the U.S. Army. As the deputy CIO/G-6, Bettencourt will run the day-to-day operations for the office of the CIO/G-6 and provide senior-level advice to Lt. Gen. Steven W. Boutelle, the Army’s CIO. Bettencourt was previously the director of Analysis and CIO to the deputy chief of staff, G-3, for the Department of the Army. He began work at CIO/G-6 on Nov. 17.

Lt. Gen. Steven W. Boutelle, the Army’s chief information officer (CIO)/G-6 announced today that he has selected Vernon M. Bettencourt Jr. as his deputy.

Bettencourt is currently serving as the director of Analysis and CIO to the deputy chief of staff, G-3, for the Department of the Army. He ensures that Office of Deputy Chief of Staff G-3 priority information requirements are identified and effectively supported using analysis; analytic simulations; information management; and command, control communications, and computers for information infrastructure systems. Bettencourt provides senior analysis support to the Force Development director of the deputy chief of staff, G-8.

As the deputy CIO/G-6, Bettencourt will run the day-to-day operations for the office of the CIO/G-6 and provide senior-level advice to Boutelle.

Bettencourt succeeds David Borland, the Army’s current deputy CIO/G-6, who retires at the end of this year after more than 30 years of federal service.

Bettencourt began work at CIO/G-6 on Nov. 17.

“We are extremely fortunate to bring Vern Bettencourt on board,” Boutelle said. “He brings a vast understanding of the issues involved with transforming the Army into a knowledge-based, network-centric force. He will be a key player in our efforts to realign and optimize our networks to support the joint warfighter.”

“I’m excited to be joining the CIO/G-6 team,” Bettencourt said. “Networking the force is a key focus area for the Army chief of staff and is an essential element in winning the global war on terrorism. I look forward to this challenge.”

From June 1998 to February 1999, Bettencourt served as director, U.S. Army Modeling and Simulation Deputy Chief of Staff, G-3, where he provided vision, strategy, oversight, and management of modeling and simulation across the Army. From October 1995 to May 1998, Bettencourt served as special assistant for Forces and Program Evaluation, deputy under secretary of the Army (Operations Research). There he was responsible for policy, oversight, and guidance of analyses, test and evaluation, and experimentation activities associated with force structure requirements and readiness, selected materiel systems, and Army plans, programs and budgets.

Upon appointment to the senior executive service in 1995, Bettencourt served as the assistant deputy chief of staff for Combat Developments, U.S. Army Training and Doctrine Command (TRADOC) from January to October 1995. He was responsible for combat development and acquisition plans, programs, policies, and procedures in Training and Doctrine Command and their integration into Department of the Army and Department of Defense acquisition systems.

In 1990, Bettencourt joined the MITRE Defense Command, Control, Communication (C3) Intelligence Federally Funded Research and Development Center where he founded the Synthetic Environments Applications Department, designing and applying simulations to support systems engineering for sponsors in the Office of the Secretary of Defense, Army, Navy, and U.S. Marine Corps. He then became the Army Program area manager for the Information Systems and Technology Division, coordinating the efforts of scientists and engineers supporting the Army with information technology. His final position at MITRE was associate director of Army Programs, where he was responsible for strategic planning, development, and control of C3 intelligence, surveillance, reconnaissance support to the Army.

Bettencourt’s final assignment in a 20-year Army career was director of TRADOC Analysis Center-Monterey, where he supervised simulation research. Prior to that, he served as military assistant to the deputy under secretary of the Army from 1985 to 1988. During his Army officer career, Bettencourt also served in various field artillery command and staff assignments in Germany, Vietnam, Korea and the continental United States. He earned his commission from the U.S. Military Academy at West Point, N.Y., has a Master of Science in operations research from the Georgia Institute of Technology, a Master of Business Administration in finance from C. W. Post University, and is a licensed professional engineer in industrial engineering.

He is a past president and a current fellow of the Military Operations Research Society, has chaired the Military Operations Research Society annual symposium and several workshops, and is a member of several academic and managerial honor societies. Bettencourt has been published and presented papers in numerous national and international operational readiness, management, and military forums. Additionally, he has received the Senior Executive Services Presidential Rank Award of Meritorious Executive.

For more information, contact Patrick Swan, public affairs officer for the Army’s Chief Information Office/G-6, at <patrick.swan@us.army.mil>.
The Human Dynamics of IT Teams

Jennifer Tucker and Abby Mackness
Booz Allen Hamilton

This article presents the results from a recent research study investigating the personality dynamics of information technology (IT) professionals and teams. Our research identified diverse needs within IT teams: strong needs for objectivity and individual contribution and independence, coupled with a desire for effective team relationships and cohesion. This article focuses on study results in more detail and highlights implications for IT leaders.

Much has been written about the importance of teams that gel among information technology (IT) professionals. For many, a gelled team symbolizes the power of team dynamics in today's complex and uncertain environment. Unfortunately, many IT leaders find this level of team connection and performance easier to envision than to achieve. Furthermore, the team-based vision does not always connect with the more commonly cited portrait of the IT worker – as a lone professional preferring to work independently and in relative isolation, as long as someone occasionally shoves pizza under the door.

This dichotomy of visions – a gelled team versus a lone coder – recently motivated the Defense Acquisition University to support a research study to examine the intricacies of IT dynamics at both the individual and team levels. This research study investigated the personality and team dynamics of 621 IT professionals working in 77 IT teams [1]. It assessed quantitative and qualitative variables related to IT demographics, personality, success factors, workplace satisfaction, retention factors, and communication patterns, resulting in a unique perspective on the IT individual and team.

Ultimately, the study confirmed the importance of human dynamics within IT teams but offered a new perspective on factors contributing to team success. The study concluded that IT professionals have a statistically different personality composition than the general population, and share unique perspectives on the effective working relationships that may lead to teams gelling. The following is a summary of key findings of the study.

Study Overview

Several IT writers (e.g., [2, 3, 4, 5]) have recognized the importance of personality characteristics on team performance and success. We used three published instruments, introduced below, to quantify these personality characteristics among IT professionals. We also designed two additional surveys: one to gather information about each team and another to quantify team communication processes and patterns.

The Myers-Briggs Type Indicator Assessment

The Myers-Briggs Type Indicator™ (MBTI™) Assessment, built upon the theories of psychological type, was used to both describe IT personality dynamics and to contrast the distribution of IT personality types against the general population. The MBTI sorts an individual's personality preferences based upon four distinct dichotomies. Table 1 lists the preferences associated with each [6].

Four specific pairings of the MBTI preferences also result in four unique temperaments, which map well to the following specific behavioral styles [6]:

- Sensing Judgers (SJ): Stabilizers – preferring structure, order, accountability, reliance on existing systems, policies and procedures, and the proven way of doing things.
- Intuitive Thinkers (NT): Visionaries – preferring non-conformity, theory, conceptualization, independence, objective complexity, and change for the sake of change if it produces learning.
- Intuitive Feelers (NF): Catalysts – preferring interpersonal support, relationships, possibilities for people, interaction, cooperation, imagination, and supportiveness.
- Thinking Perceivers (SP): Troubleshooters – preferring hands-on action and experimentation, practical solutions, variety and change, immediacy, flexibility, and adaptation.

Fundamental Interpersonal Relations Orientation-Behavior Survey

The Fundamental Interpersonal Relations Orientation-Behavior™ (FIRO-B™) Survey focuses upon interpersonal needs, and was used to investigate how IT professionals typically behave toward other people, and how they generally expect others to behave. The instrument assesses three scales along two dimensions, described in Table 2 (see page 16) [7].

Work Environment Scales

The Work Environment Scales (WES) broadens the view to the IT team level and reports information about the workplace social climate [8]. Ten WES scales assess worker satisfaction across a broad range of dynamics, grouped into three key categories (see Table 3 on page 16). The instrument assesses these along two parallel dimensions: perception of the real work environment (as things are), and perception of the ideal work environment (how the respondent imagines the perfect workplace to be).

Table 1: Myers-Briggs Type Indicator Personality Scale Descriptions.

<table>
<thead>
<tr>
<th>Scale Descriptions</th>
<th>Scale Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>E/I: Energy Source</td>
<td>Extravert (E) Gain energy from outer world of people, action, and things. Introvert (I) Gain energy from inner world of concepts and ideas.</td>
</tr>
<tr>
<td>T/J: Judging Function: Decision Making</td>
<td>Thinker (T) Objective decision making. Seek clarity by detaching from problem; cause-effect oriented. Feeler (F) Subjective decision making. Seek harmony with inner values by going within problem.</td>
</tr>
</tbody>
</table>
Scales
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The Diversity of IT Teams
Ten years ago, a development team consisted primarily of programmers. Today, the typical team includes a broad range of technical specialists – many of whom also play management roles. In our research, only 12 percent of IT professionals reported their role as programmer or developer [1]. Conversely, 32 percent of IT team members report their job as a leader or manager, indicating the practical need for a broader skill set beyond the technical realm.

What is the impact? IT teams that once shared a common technical base for building relationships are now coming together from separate specialties and backgrounds within their own field. This diversity can lead to profound opportunities for collaboration, or to miscommunication and stovepiped efforts if not managed effectively by the IT leader.

The force of technological change has also focused shared expertise at the team level. “So rapid are technological developments that the core is now the team, the only unit small enough to maintain its intellectual edge” [9]. Unfortunately, our research revealed that the average IT team has been together for only two years, and 45 percent of teams have been together a year or less [1].

The following are the implications for IT leaders:
• Carefully focus on the staffing process;
look for diverse and specialized technical skills sets and the ability to acclimate to and work within the new team.
• Foster active listening skills and critical thinking skills within your team; this is vital to effective communication among diverse specialists.
• Consider expanding training programs to include management and human dynamics skills; something not typically included in the technical curriculum.

The IT Personality and Behavioral Styles
Results from the MBTI Assessment and the FIRO-B revealed the following intriguing personality dynamics among IT professionals.

Objective Decision Makers
More than three quarters (77 percent) of our sample reported a preference for thinking decision-making, with only 23 percent preferring feeling decision-making. This is significantly higher than in the general population, where the split between these preferences is generally even. Thinkers, as they are termed, generally prefer logical, objective, impersonal decision-making, focused upon cause-effect relationships and the clarity that comes from objectivity (problem first, people second).

Lone Gun Professionals
Forty-one percent of the IT professionals surveyed reported being introverted thinkers (combination of introversion and thinking preferences), nearly twice the percentage in the general population. Introverted thinkers often prefer a lone-gun approach to work, often avoiding teams, collaborative efforts, and the training that support such structures. This group is least likely to engage and connect interpersonally with others, and may avoid creating personal bridges of trust and openness with colleagues. This finding was supported with results from the FIRO-B, with more than half (55 percent) of the IT professionals reporting low, or highly selective, wanted inclusion scores (a low need to be included in the activities of others) [1].

Conflicting Behavioral Styles
The two most prevalent temperaments among IT professionals are the intuitive thinking (NT) and the sensing judging (SJ) temperaments, accounting for 75 percent of the total group. These are represented at 27 percent and 48 percent in IT teams, respectively, compared with 13 percent and 39 percent in the general population.

Interestingly, these two behavioral temperaments are those that tend to conflict most often. SJ groups may value established tried-and-true policies and procedures, proven standards, chain-of-command accountability, and respect for organizational tradition. These groups may see the NT’s as disrespectful of tradition, irrevocable, and simply stirring up the pot by constantly reinventing the wheel.

NT groups may value systems that reward future-focused, innovative thinking, and loose structure with minimal formal procedures and policies. These groups may see the SJ’s as the ball-and-chain traditionalists who stifle creativity by their inability to think outside the box [10].

Implications
What are the impacts of these findings? IT professionals often prefer objective, impersonal dimensions of a problem, and may focus too heavily on the technical realm of the IT problem, neglecting user-based concerns. For example, some introverted thinkers fail to always consider the impacts of new systems on the people of the receiving organization, and may need reminders to connect on a personal level with key stakeholders.

Teaching teams about the differences

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Scales</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationship</td>
<td>Involvement - Concern and commitment to job.</td>
</tr>
<tr>
<td></td>
<td>Coworker Cohesion - Friendliness and supportiveness.</td>
</tr>
<tr>
<td></td>
<td>Supervisor Support - Management supportiveness.</td>
</tr>
<tr>
<td>Personal Growth</td>
<td>Autonomy - Self-sufficiency; individual decision-making.</td>
</tr>
<tr>
<td></td>
<td>Task Orientation - Planning, efficiency and task completion.</td>
</tr>
<tr>
<td></td>
<td>Work Pressure - Work demands and pressure.</td>
</tr>
<tr>
<td>System Maintenance/</td>
<td>Clarity - Communication of policies and expectations.</td>
</tr>
<tr>
<td>Change</td>
<td>Managerial Control - Use of rules to keep control.</td>
</tr>
<tr>
<td></td>
<td>Innovation - Emphasis on variety, change, new approaches.</td>
</tr>
<tr>
<td></td>
<td>Physical Comfort - Pleasantness of physical environment.</td>
</tr>
</tbody>
</table>
that stem from NT and SJ temperaments can help leverage those differences for better balance. For example, a temperament-based perspective on the dotcom era suggests that an over-emphasis on loose structure and innovation (NT), without a balance of practical policy and procedure (SJ), may have contributed to the eventual failure of brilliant start-ups. Respecting both can mitigate this risk.

Understanding personality dynamics and control needs may provide useful insights in selling new IT initiatives to teams. For example, the acceptance of new IT process tools (such as the Capability Maturity Model®) is highly dependent on developer acceptance. A 1999 Software Engineering Institute research study found that IT process tool adoption can be linked to three key factors: perceived control over the work, perception of the new tool, and perception of the tool/process impacts [11].

These results also have important implications for the leader trying to build a team closely connected to its stakeholders. As the IT role shifts toward the team-based and user-driven nature of today’s development environment, personnel may need to engage more with the people side of the preference equation to meet IT needs.

We can teach these skills. When IT leaders and professionals understand personality preferences and needs, they can use this to identify team strengths, potential blind spots, and potential interaction dynamics. A leader’s first step is to first recognize, and then communicate the need for the touchy-feely dimension of the IT process – providing concrete objective evidence of the benefits gained from building strong interpersonal, communications, and team-based skills.

Perceptions of Success, the Ideal Team, and Team Needs

One of the key factors assessed during our research was manager and team member characterization of team success. Specifically, we asked managers and team members to (1) classify their team as successful or in turmoil, and (2) select three factors driving that rating. Interestingly, both managers and team members selected the same top three factors regardless of whether the team was called successful or in turmoil:

- **Work together effectively.** (Or do not work together effectively, for teams in turmoil.)
- **On-time delivery.** (Or do not deliver on time, for teams in turmoil.)
- **High quality services.** (Or do not deliver/provide high quality services, for teams in turmoil.)

These results also have important implications for the leader trying to build a team closely connected to its stakeholders. As the IT role shifts toward the team-based and user-driven nature of today’s development environment, personnel may need to engage more with the people side of the preference equation to meet IT needs.

We can teach these skills. When IT leaders and professionals understand personality preferences and needs, they can use this to identify team strengths, potential blind spots, and potential interaction dynamics. A leader’s first step is to first recognize, and then communicate the need for the touchy-feely dimension of the IT process – providing concrete objective evidence of the benefits gained from building strong interpersonal, communications, and team-based skills.

<table>
<thead>
<tr>
<th>Needs for Autonomy and Independence</th>
<th>Needs for Cohesion and Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBTI: High proportion of objectively-focused professionals.</td>
<td>Survey: Ability to work together effectively a key success factor.</td>
</tr>
<tr>
<td>FIRO-B: Unusually low wanted inclusion needs scores and low expressed and wanted control scores.</td>
<td>WES: Teams desire a higher level of peer cohesion than currently seen.</td>
</tr>
<tr>
<td>WES: Teams desire a high level of ideal autonomy.</td>
<td>WES: Teams desire a high level of supervisor support and clarity.</td>
</tr>
<tr>
<td>FIGO-B: Successful teams report lower wanted inclusion scores and lower expressed control scores than teams in turmoil.</td>
<td>WES: Successful teams report higher supervisor support than teams in turmoil.</td>
</tr>
</tbody>
</table>

**Figure 1: Potentially Contradictory IT Team Needs**
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- **Work together effectively.** (Or do not work together effectively, for teams in turmoil.)
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These results also have important implications for the leader trying to build a team closely connected to its stakeholders. As the IT role shifts toward the team-based and user-driven nature of today’s development environment, personnel may need to engage more with the people side of the preference equation to meet IT needs.

We can teach these skills. When IT leaders and professionals understand personality preferences and needs, they can use this to identify team strengths, potential blind spots, and potential interaction dynamics. A leader’s first step is to first recognize, and then communicate the need for the touchy-feely dimension of the IT process – providing concrete objective evidence of the benefits gained from building strong interpersonal, communications, and team-based skills.

**The Real and the Ideal Work Environment**

The link between working together effectively and team success was also reflected in the WES results. Our data reported that IT professionals have many consensus on what the ideal environment could be than on what the real environment is. This was particularly marked for variables related to team involvement and dedication, emphasis on innovation, and degree of supervisor support.

Many IT leaders have found the WES useful for initiating discussions about team improvement – if we know where we want to be (the ideal team), we have a starting point.

**Understanding IT Team Needs**

Figure 1 brings these findings together, reporting the interesting tension within IT teams: a desire for autonomy and independence, coupled with a desire for peer cohesion and support, i.e., “the team can gel, as long as I can work by myself.”

**Implications**

Our study findings reveal an important question for IT leaders: How do we best support teams that clearly value effective team relationships, while also fulfilling strong needs related to objectivity, individual contribution, and independence?

First, recall our findings about the IT personality. As previously described, the high representation of thinkers and introverted thinkers, with collectively low inclusion needs, suggests a general team orientation toward independent activity and objective decision making. In fact, a common philosophy among those with these preferences is, “side by side is binding.”

This suggests that, for these individuals, when a group is dedicated toward a shared vision, high levels of team face time are not a prerequisite for success. With these types of teams, effective IT leaders often serve their team best through roadblock removal – provide the teams with the right tools, communicate the mission, and check to see that the barriers to effectiveness are removed.

In reality, many managers respond to team challenges by implementing control mechanisms. In fact, most improvement models are designed with the goals of controlling process so that it can be tracked, documented, and managed. Our research suggests that this regulation comes at a cost. Most IT professionals report low control scores on the FIRO-B, and want more personal autonomy (i.e., individual decision-making and self-sufficiency) than currently experienced.
Furthermore, teams with low needs for external control, led by a manager with high control needs, are more likely to report themselves as in turmoil.

Conversely, IT professionals report wanting a significantly higher level of clarity in their work than currently experienced. This means that they want to know what to expect, and want policies to be more explicitly communicated than they currently are.

Leaders understanding the tensions between control, clarity, and support stay focused upon providing a roadmap for the IT team, without dictating how to drive. This requires recognizing the fine line between delineating the road forward (describing all of its roadblocks and speed traps), and directing the team on how to drive in order to avoid them.

Observing IT Teams at Work
Building a Robot

Although most study data were gathered using self-report instruments, we also observed each participating team’s communication patterns and process in a simulated development environment. Specifically, each team was given a Lego Mindstorm Robot Kit and these specifications: “Construct a robot that moves around the dark circle within 30 seconds, stops, reverses direction, and goes around the dark circle in the opposite direction, also within 30 seconds. You have 25 minutes. Creativity and elegance of design count.”

This task poses a specific team challenge, for it is nearly impossible to build an automated solution in the time allotted. To be successful, the team must explore the terms robot and moves around. If the team agreed that the robot could be non-automated (since we did not give them a better definition) and manually moved any object around the circle and back, they generally considered themselves successful. If they assumed the term robot meant automated, they were unable to complete the process.

Here are the key findings from the robot exercise, and their connection to the WES instrument:

**Table 4: Practical Questions for IT Leaders**

<table>
<thead>
<tr>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>What data do you find most compelling when solving a problem? What might be left out?</td>
</tr>
<tr>
<td>Are problems or people more important in your decision-making? How does this impact your problem-solving and your relationships with stakeholders?</td>
</tr>
<tr>
<td>How important is it to be included in others’ activities? What is the impact of either over- or under-including others in your work?</td>
</tr>
<tr>
<td>Over whom in your organization do you exercise control? Who do you allow to control you? To what effect?</td>
</tr>
<tr>
<td>Which is more important to you: orderly goal achievement, or passion and innovation? How could both coexist?</td>
</tr>
<tr>
<td>Half of the teams never questioned the definition of the term robot, and proceeded with the assumption that a robot must be automated – an interesting commentary on requirements analysis!</td>
</tr>
<tr>
<td>Teams were highly task-oriented, with approximately 85 percent of team behaviors oriented toward providing information, suggesting solutions, and task problem solving. Far less time was spent in maintenance behaviors such as encouraging others, offering words of support, building harmony, and compromising.</td>
</tr>
<tr>
<td>Teams identifying a non-automated robot solution (50 percent) reported higher innovation scores (measuring openness to new approaches) on the WES than teams that did not.</td>
</tr>
<tr>
<td>Teams successfully implementing a non-automated solution (24 percent of teams) reported lower managerial control scores (measuring extent to which manager controls team activity) on the WES than teams that did not.</td>
</tr>
</tbody>
</table>

**Implications**

Generally, teams quickly saw parallels between their daily work and their robot effort, leading to fruitful discussion about team dynamics, critical thinking, communication pathways, and requirement management. For example, teams with a strong task-focused approach to requirements elicitation recognized that they often do not engage in interpersonal, collaborative elicitation approaches that may be more effective with users. As a second example, teams discussing baseline assumptions about the term robot often raised the question, “What hidden assumptions aren’t being discussed in our team?” The robot exercise can be a powerful tool for leaders wanting to spark discussion about these dynamics.

**Conclusions**

Today’s IT professionals are no longer solely technical specialists; they are also educators, facilitators, and consultants working as teams with end users to solve business needs. Amid these new roles, IT teams are under increasing pressure to create and deliver products and services that are on time, within budget, and of high quality. This reality leads to the key concluding points from our research.

First, successful IT leaders know how to communicate effectively, manage conflict, and influence others. Because IT is an inherently group-oriented activity, leveraging interpersonal skills is a critical success factor in achieving specific goals. Our research shows that relationship management skills, not always taught in technically focused environments, need to be highlighted as a key capability in today’s IT toolset.

Second, IT leaders need insight into their own cognitive preferences and interpersonal needs. Personal style impacts both job performance and effectiveness with others. Understanding this and knowing preferences and team needs is an important first step in exercising managerial strengths and blind spots.

Third, successful IT leaders use both self-awareness and an awareness of others’ preferences to maximize team performance. Leveraging interpersonal connections and deploying relationship management skills appropriately are critical in maximizing the utilization of team resources. Table 4 offers some practical questions for IT leaders.

In closing, our research has shown that tools and models from the field of organization development — applied strategically and practically with IT teams — yield benefits that enhance both the process and product of technical work. We use these lessons in our own work with development teams and continue to see the power of this approach on team effectiveness, productivity, and satisfaction.
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Making Meetings Work

Michael Ochs
Fraunhofer Institute for Experimental Software Engineering

Every one of us has spent many hours, days, maybe even years in meetings. We all have experienced good meetings and bad meetings. Do software engineers spend large portions of their time in meetings? What factors make such meetings successful? This article presents the results of an industrial measurement study conducted to determine why some meetings are successful while others are not.

Software engineering is more than writing and debugging code. Software engineering is basically a human activity [1]. Software engineers participate in meetings, discussions, trainings, and other types of social interactions [2]. Software engineers only spend 30 percent of their time working alone. Fifty percent of their working time is spent in groups of two to three people, and the remaining 20 percent in larger groups and travel [3, 4]. This indicates that software engineers spend more than half their time interacting with other people. This is the reason that we investigated the effectiveness of one such interactive activity: meetings.

No literature was found on the total amount of time spent by software engineers in meetings. This article presents the results of an industrial measurement program that investigated the factors that influence the (perceived) quality of meetings in one department of a telecommunications company in Germany [5]. The analysis is based on a data set of 315 registered meetings, collected in a department with about 50 people over a period of one and a half years. For details on the design of this study, see the sidebar “Setting and Design of the Study,” page 24. Based on the total of 1,600 labor hours per person per year, the engineers spent more than 6.5 percent of their time in registered meetings.

The study’s objective was to determine why some meetings are successful and others not, and to find out how meeting success could be influenced. Although this success is of course difficult to quantify, we defined a binary metric called meeting result quality (values: good and bad). Please note that we asked the participants for their opinion, meaning that we measure perceived meeting quality from a participant’s viewpoint. The measurement program was set up in a goal-oriented fashion using the goal/question/metrics philosophy [6, 7]. The data are presented in this article along with the following most commonly asked questions with respect to meeting quality:

How Many People Are Present in a Good Meeting?
Meetings take place with a different number of attendees, varying from two persons up to more than 100 persons. In the measurement program, the exact number of participants was measured. For analysis purposes, we divide this number among four categories: meetings of two persons, meetings of three to five persons, meetings of six to 10 persons, and meetings with more than 10 participants. The relation between the number of participants and the percentage of good quality meetings is shown in Figure 2.

In general, the measurements are clear: Good meetings have a limited number of participants. The more people attending, the worse a meeting becomes. Detailed statistical analysis shows that the inflection point lies at eight to 10 partici-
pants, meaning, if a meeting has over 10 participants, it is likely to be perceived as bad. Exceptions were technical discussions, technical review meetings, and group meetings, for which detailed analysis showed that for those, the number of participants does not influence meeting quality.

**How Much Speaking Time Is Necessary in a Good Meeting?**

As the main purpose of a meeting is interaction, each participant should have sufficient time to explain his or her opinion. Average time per participant is therefore expected to influence how good a meeting is. In the study, the speaking time per participant was estimated from the meeting duration and the number of participants. We grouped these numbers into four categories: below five minutes, five to less than 10 minutes, 10 to less than 20 minutes, and 20 minutes or longer average speaking time per participant. The relation between speaking time and meeting quality is shown in Figure 3.

In order to make the chances for a successful meeting higher, the measurements indicate that at least 15 minutes speaking time is required for each participant. When less time is available, the meeting is likely to fail. Detailed statistical analysis of the measurements showed that speaking time does not influence the quality of review meetings. Group meetings required less time per participant; 10 minutes are sufficient, but this is clarified by the fact that those meetings were mainly used for communicating facts and not so much for discussions.

Of course, the average time per participant is not an exact measure because it is possible that one person speaks, e.g., 50 percent of the meeting time while others do not contribute at all. However, in this study it was not feasible to capture individual participant speaking time in detail. Nevertheless, lessons can be learned from this approximate measure.

**How Does the Number of Roles Influence Meetings?**

Many roles are present in organizations. Every role has its own responsibilities, goals, and interests. In the measurement program, we measured the influence of the number of roles on the quality of a meeting. Typical roles include developer, project leader, team leader, product manager, quality assurance manager, department head, etc. Figure 4 shows the number of roles present in a meeting and the subsequent meeting quality.

The overall trend shows a decrease in meeting quality with an increase of the number of roles involved. This general trend shows that when more than three roles are present, the worse the meeting. Detailed statistical analysis showed that for technical discussions, reviews, and group meetings, the number of roles had no impact on the meeting’s quality.

**How Does Hierarchy Affect Meetings?**

Besides the number of roles, the amount of hierarchy also was expected to have an influence on meeting quality. Hierarchy was measured by maximum hierarchical distance (XHD), meaning the number of hierarchy layers between the highest and lowest representatives. An XHD of zero means a meeting with peers. An XHD of three means, for example, a meeting in which a software engineer, project leader, department head, and research and development director participate. The relation between hierarchy and meeting quality is shown in Figure 5.

The measurements showed a quite equal distribution when maximum hierarchical distance was zero to two. In those cases, 60 percent of the meetings were good, 40 percent were bad, implying a lower impact of hierarchy on meeting quality. As soon as, however, the XHD was three, the worse the meetings were perceived. Again, this relation was not present for technical discussions, reviews, and group meetings for the same reasons as given before.

**How Long Does a Good Meeting Last?**

This is a nice and practical question. It would be good to know generally how long meetings should last to make them good. In Figure 6, the relation between meeting duration and quality is shown.

The result is counter-intuitive. You would expect that short meetings are appreciated above long ones. The measurements actually show the opposite: The longer a meeting lasts, the better its quality perception. Even more so, the measurements indicate that meetings are only of good quality when they last at least two hours. What does this mean? Does it mean that only long meetings should be held? Do people like talking? Is it an indicator that this organization has a meeting culture?

Several reasons explain this trend. First, meeting quality is largely influenced by speaking time. Therefore, when many people participate it is better to have a
This study was performed within a goal/question/metric (GQM) [6, 7] measurement-based process improvement program at a telecommunications company’s software engineering department, which comprises approximately 50 people engineering control software for phone systems. The time frame was one and a half-years in which 315 communications (i.e., meetings and technical discussions) were registered:4.

Every communication, i.e., meeting, that lasted longer than 10 minutes had to be registered by two data collection sheets. The first one had to be filled in once and was for characterizing the past situation. This was achieved by capturing the type of the communication, the roles involved, the duration, the number of participants, and whether there was moderation or leadership in a communication or not. The second one had to be filled in by every participant measuring the individual perception of the outcome of the situation by the quality of the results of the communication, i.e., the relevance of the communication for the individual. Moreover, the role of every participant was captured.

The goal of the study was to characterize the communication result quality from the perspective of the people working in the particular department. Thus, the variable under study was the perceived quality of results of a communication (Q). The GQM questions were aiming at the relationship between potential factors influencing Q and Q itself, e.g., “How does the number of participants effect the result quality of communications?” “How does the duration of a communication effect the results quality?”

More generically spoken, “How does factor X influence Q?” From potentially Q-influencing factors, a set of variables (metrics) was defined, as listed in the metric description table below. Q was measured on a six-point semantic differential scale ranging from satisfactory to unsatisfactory. For further analyses, Q was derived from Q by defining the results of a single communication as bad if Q was on or above the median of all communications. Overall, the median for Q was 5, meaning that a total of 50 percent of all meetings was rated 1 through 4, whereas another 50 percent of the meetings was rated 5 or 6 (cf. Q and Q-in the table below). Thus Q can have two values – 0 (bad) and 1 (good). Each participant was asked the following questions to capture his or her perception of the meeting:

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
<th>Scale</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>TYPE</td>
<td>Type of communication</td>
<td>nominal</td>
<td>TYPE∈{Technical Discussion, Project Meeting, Review, Group Meeting, Kick-Off Meeting, Education, Project Planning Meeting}</td>
</tr>
<tr>
<td>LEAD</td>
<td>Type of moderation</td>
<td>nominal</td>
<td>LEAD∈{Not Moderated, Moderated}</td>
</tr>
<tr>
<td>NOP</td>
<td>Number of participants</td>
<td>absolute</td>
<td>NOP∈{2,...,50}</td>
</tr>
<tr>
<td>NRI</td>
<td>Number of roles involved</td>
<td>absolute</td>
<td>NRI∈{1,...,6}</td>
</tr>
<tr>
<td>DUR</td>
<td>Duration of the communication</td>
<td>ratio</td>
<td>DUR∈[10,∞)</td>
</tr>
<tr>
<td>ATP</td>
<td>Average time per participant</td>
<td>ratio</td>
<td>ATP∈[0,∞)</td>
</tr>
<tr>
<td>XHD</td>
<td>Maximum hierarchical distance</td>
<td>absolute</td>
<td>XHD∈{1,...,3}</td>
</tr>
<tr>
<td>Q</td>
<td>Perceived quality of the results</td>
<td>ordinal</td>
<td>Q∈{1,2,3,4,5,6} (1 is worst, 6 is best)</td>
</tr>
<tr>
<td>Qb</td>
<td>Binary quality measure</td>
<td>nominal</td>
<td>Qb∈(0,1] (0 is lower than Median of Q, 1 is greater than or equal Median of Q, i.e., bad or good quality)</td>
</tr>
</tbody>
</table>

longer meeting then to compensate on speaking time. Second, shorter meetings are often not planned, meaning that for at least one of the participants it is perceived as an interruption (with the related negative perception) [8]. Finally, one can achieve much better results in a one-day workshop than in eight one-hour meetings [9].

Taking a closer look at the correlation between meeting type and its duration, it is evident there are certain types of meetings where you can say, “The longer the meeting the better it was perceived.” Whereas there are also meetings where you can say, “Keep them short to get good results from motivated people.” Detailed analysis of meeting types shows the following general visible trends:

- The longer a technical discussion lasts, the better the results are perceived.
- The longer a kick-off meeting lasts, the worse the quality of the results is perceived.
- There is not a clear general trend visible for review meetings.
- For project meetings, no clear trend was identified in the behavior of quality vs. duration; there must be other influencing factors out of the reach of this study.
- The project planning meetings, which are largely perceived to be bad, show a switch to a perception of good when lasting for at least four hours.
- For group meetings, which are perceived almost the same as the project planning meetings, you can state that a longer group meeting, e.g., of at least two hours, is more likely to be perceived good than a shorter one.
- Finally, the analysis shows that seminars and trainings seem to last long and have a comparatively high quality.

**Conclusions**

Software engineering is more than just writing code. It is a multi-disciplinary job, largely depending on peoples’ social skills and social interaction. We emphasize the need for more thorough research on how software engineers interact, and how this interaction can be made more effective.

We showed some factors that influence the participants’ perception after attending a software-engineering meeting. Especially the number of participants (maximum eight) and the average speaking time (minimum 15 minutes) are factors that can be controlled in practice in order to steer toward successful meetings. Much research has been performed in the social sciences on human interaction and communication. For example, social science research showed that five to seven persons in a meeting appears an optimum, when more than 12 persons are present a chairman/moderator is necessary, and above 30 participants no dialogues are possible in meetings [10].

Though our findings may not be valid for all kinds of organizations, we are confident that several of the detected success factors are applicable to other organizations as well. These factors can be worked into the following guidelines:

- Keep the number of meeting participants as low as reasonably possible to foster an effective exchange of information.
- With the lowest possible number of participants, plan for sufficient time to give each the possibility to have a valuable contribution to the meeting; “being
effective is much more important than being ultimately efficient” [11].

• Make a clear agenda and improve the meeting process (e.g., using creativity techniques) of poorly performing meetings, i.e., project planning meetings, group meetings.

• Carefully consider the required hierarchical distance of meeting participants; the measurements indicate a drop in perceived meeting quality when maximum hierarchical distance in a meeting is high.

• A lower number of different roles makes a meeting easier to conduct since people speak the same language. The chance for stumbling into contradicting interests of different stakeholders is kept low as well. Low variety of roles keeps – on an average – the hierarchical distance low as well.

It is up to the readers to determine whether these guidelines help them make meetings more successful. We hope this article contributes to increasing the effectiveness of software engineering by uncovering some success factors for software engineering meetings that make meetings work and by emphasizing that software engineering highly is a people discipline.
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Notes

1. At the time of this research, van Solingen was head of the Quality and Process Engineering Department at Fraunhofer Institute for Experimental Software Engineering, Kaiserslautern, Germany.
2. Meeting success was measured on a six-point semantic differential scale capturing the participants’ perception of the quality of the results of the meeting.
3. The project, which is referred here, was a mixed maintenance and development project for telecommunications software. Overall, there were approximately 50 people involved in the project, which lasted for approximately 18 months.
4. This set of 315 communications enlarges the study in [5], which relied on ~190 meetings.
5. Only results of the question on quality of meeting results are referred to in this study.
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Verification and Validation People Can Be More Than Technical Advisors

George Jackelen
Jackelen Consulting Services

Several books [1, 2, 3], articles [4, 5, 6], and standards [7, 8, 9] address verification and validation (V&V). To some, the V&V descriptions are too narrow and restrictive of the V&V abilities. As shown by the above, publications usually relate to technical areas of V&V and rarely address non-technical V&V, e.g., evaluation of project resources and schedules.

However, a customer (i.e., who V&V reports to, not a product customer/client) could expand V&V's normal scope of work. For example, V&V could assist a customer in identifying non-technical risks such as, “Are a developer's change request schedule and cost estimates reasonable?”

In some cases an organization may not have a fully qualified Project Management Office (PMO) – a group of people dedicated to help a project manager oversee a project by handling the project's schedule, budget, deliveries, etc. In this situation, V&V can be used to coach the PMO or provide limited direct support. For some projects, this arrangement can work as long as everyone understands that V&V can only make recommendations and not provide direct or contractual direction. This point must be remembered while reading the rest of this article.

Several times a reader may say, “This is not V&V work.” That is yesterday’s mode of thinking. If V&V can become involved with contractual work, requirements identification, etc., even prior to contact award, the benefits could pay the V&V cost by preventing problems, reducing risks, and having an improved contract, statement of work, etc. This does not mean V&V can identify all the requirements, etc.: It can help, as a normal V&V function, an organization ensure the requirements are testable, real, etc. As needed, a project manager may assign some of the V&V efforts mentioned in this article to other organizations for efficiency or to minimize duplication of effort.

The rest of this article provides a quick overview of V&V and its relationship with other groups, and then addresses how V&V can help in non-technical project areas. The following additional notes pertain to this article:

Note 1: For this article, unless needed for clarity, V&V is used as a convenience, even if a reader prefers use of the term Independent V&V (IV&V). In addition, software V&V is assumed even though many of the points apply to non-software V&V. In either case, this article assumes V&V is a group of people rather than a pure process. Except for Note 2, how V&V fits within an organization is ignored.

“In a well run, quality-oriented organization, V&V is not a separate group but an integral part of an organization’s operation.”

Note 2: In a well run, quality-oriented organization, V&V is not a separate group but an integral part of an organization’s operation. Where this does not exist, because the risks are very high or there is a requirement for an independent group (e.g., safety within nuclear power plants), a unique group can be formed or contracted to perform what is known as IV&V. Reference [6] provides more detailed explanation on the technical differences between V&V and IV&V, e.g., amount of financial and managerial independence.

Note 3: The following applies to this article:

• Verification is the process of ensuring the outcome of each life-cycle phase/activity satisfies the requirements of that phase/activity and can support the next phase/activity.

• Validation is the process of ensuring a set of requirements is satisfied, i.e., the product satisfies the requirements.

V&V Overview

As indicated in [7, 9], V&V is totally independent if it has no financial, technical, or management link to a developer. As illustrated in Figure 1, V&V can be viewed as a systems engineering process employing a rigorous methodology for evaluating the correctness and quality of a product throughout a life cycle [10]. Some groups believe V&V should be restricted to testing, to duplicating a developer's efforts using a different approach or set of tools, or to only verifying/validating a developer's technical approach to produce a useful product for a client. Some groups believe V&V should concentrate on high-risk areas by performing one or more of the following:

• Defining risk levels in project-specific terms associated with cost, schedule, and performance.

• Identifying initial project risks.

• Analyzing project risks for impact and likelihood of becoming a problem.

• Identifying possible mitigating actions.

• Prioritizing risks based on return on effort.

• Implementing selected mitigation actions.

• Evaluating risk mitigation progress.

• Continually reassessing risks and actions.

Since formal V&V can be very costly, V&V is usually only involved with risky, costly, or very complex efforts. Much of the V&V cost is related to the experience level a client is paying for, especially if the development effort is very specialized, e.g., nuclear power or advanced space/aerospace technology. When not properly structured with other project groups, V&V can be costly due to duplication of effort, i.e., roles and responsibilities between groups are not well defined.

V&V and Quality Assurance

Many people believe V&V is not needed if
a project has a quality assurance (QA) group. QA and V&V play distinguishable and important roles in systems. Even if QA is independent of a developer, V&V and QA do not normally perform the same functions. As with V&V, QA works best when it is oriented toward preventing problems rather than finding problems.

While QA and V&V are concerned with quality, their perspectives are different. V&V usually focuses on ensuring the requirements are being met, the overall project is focused on the correct objectives, and risk is being managed by the PMO. QA on the other hand, is focused on the day-to-day aspects of a project and is used to determine if procedures are followed. For a project consisting of QA and V&V, QA may witness testing while V&V may measure the adequacy of a test and its associated processes, e.g., test procedures. As a result, QA and V&V can work together to ensure a system is built to meet its requirements, to meet the development standards, and to ensure that risks are minimized. [10]

QA consists of development experts to ensure standards and processes are followed, and to ensure other groups identify and resolve problems. As stated by Roger Fujii, “Following process does not necessarily ensure that the product correctly solves the user’s problem” [11]. Normally, QA is involved in:

- Evaluations of processes.
- Audits of events to measure compliance with processes.
- Product quality – product satisfies the quality requirements.

If there is no V&V, QA activities may include:

- Testing.
- Test witnessing to ensure that test procedures are followed.
- Predicting system reliability.

Because V&V can capitalize on the existence of QA, V&V is normally involved in:

- Risk identification, i.e., part of the project risk management effort.
- Assessments, forecasts, and trend analysis to support management decision-making.
- Requirements analysis assessments.
- Traceability of requirements to design and testing, and traceability of design to code.
- Traceability of given/business requirements to derived requirements.
- Evaluation of technical issues.
- Technical evaluations of technical plans, approaches, or methodologies.
- Testing.
- Evaluation of how well a product satisfies the requirements.

V&V Non-Technical Activities

In addition to the technical activities, organizations can use V&V for non-technical areas to help manage a project. This includes the following:

- Evaluating a developer’s project schedule and management plans.
- Evaluating a developer’s product to determine if the contractual requirements are satisfied and then perhaps recommend if payment should be made.
- For an independent client organization, evaluating how well a client is performing on a project.
- In terms of determining a project’s budget, schedule, and constraints, helping an organization to do the following:
  - Modify an existing system or build a new system.
  - Use state-of-the-art or state-of-the-practice technology.
  - Use an evolutionary or an incremental development model [10].
- Helping prepare proposal evaluation criteria.
- Evaluating proposals and making recommendations.
- Evaluating developer’s or client’s processes for impact on product development.
- Performing periodic evaluation of client’s or developer’s resources to help determine if changes are needed.
- Advising a client on the impact of proposed developer’s or client’s changes to its management, policies, requirements, or procedures.
- Assessing how well risks, problems, issues, action items, change requests, etc., are being identified and addressed.
- Improving client’s acceptance of a product.

The following items are not thought of as being part of V&V. Thinking outside of the box, however, V&V experience can be used to prevent problems by having V&V help an organization with the following:

- Prepare a Request for Proposal (RFP).
- Prepare a client’s development contract.
- Develop a client’s organizational structure and select project personnel.

The above are examples of an organization using V&V to supplement its staff. In some situations, an organization may not have enough, or the right, people available to ensure an effective and efficient project. To prevent any adverse affect on the freedom, independence, and investigative curiosity of V&V, it must not become totally integrated into a client’s organization. A close working relationship is the best way to describe the necessary interaction, e.g., daily contact, near-total exchange of technical information, and frequent informal meetings or briefings.

According to Robert O. Lewis:

One of the keys to a successful verification and validation program is how the V&V personnel interface with development personnel [1].
Since V&V may report directly to a client (usually via contract), this statement is also true of V&V’s working relationship with other organizations.

Without written PMO permission, V&V may need to document and route its results, requests for data and documents, etc., to its customer and refrain from direct interaction or interface with other organizations. This is especially true if the developer and V&V are contractors. If the contracts permit and the inter-organizational relationships are good, direct interactions are preferred.

There have been attempts with V&V to use informal methods to advance a project. For instance, have developers verbally address V&V questions/concerns to ensure the V&V team understands a situation, or to have a minor concern resolved without making a documented, federal case out of a situation.

Sometimes this works, but eventually a developer or client’s manager is concerned that this approach is bypassing his or her authority. Another reason to avoid an informal approach is that V&V may be a participant in a court case between a developer and a client. In this situation V&V needs documented evidence of what they identified as good points, problems, etc., and what V&V did to communicate and help resolve the situation. At the same time, V&V may have to show it did not provide any direction that violated a contract, or significantly interfered with the developers.

As an example of the above discussion about authority, V&V could participate in the evaluation (for technical feasibility, and reasonable number of hours and cost) of a developer’s change requests based on contractual staffing rates, other documentation, and discussions with the developer. The proper authority could then take V&V’s comments and recommendations, along with comments and recommendations from others, under advisement when making the final decision to accept or reject a change request.

There are situations where developers and clients try to restrict V&V’s effectiveness by creating barriers, e.g., preventing timely access to people or data. As with QA, this can be overcome if there are clear sets of processes, roles, and responsibilities.

Based on [12], the following sections are examples of how V&V (e.g., without hiring another contractor) can assist project managers by providing independent assessments, recommendations, or comments.

**Planning Processes**
- Identifying contractual criteria to measure progress.
- Defining performance measurements.
- Identifying, assigning, and documenting specific activities needed to produce a product.
- Verifying the accuracy, consistency, or completeness of a published schedule.
- Identifying and documenting interactivity dependencies.
- Determining what physical resources (people, equipment, material) and what quantities of each should be used to perform project activities.

**Controlling Processes**
- Providing evaluation of a project’s overall change (e.g., changes in scope, schedule, cost, performance, or quality) control process.
- Identifying risks and evaluating a project’s risk management process.
- Collecting and disseminating performance information, forecasts, and status or progress reporting.
- Evaluating if change requests are within scope.
- Helping determine if a change will be beneficial.
- Identifying influencing factors that are, or could create, changes in schedule, cost, or performance.

**Executing Processes**
- As needed, providing out-of-the-box thinking and evaluations to help determine project progress, effectiveness, and reporting.
- Responding to information requests and providing information in a timely manner.
- Helping ensure a developer’s performance meets contractual requirements.

**Conclusions**
The biggest technical payoff in using V&V can be to have V&V parallel each phase of the development effort. This provides a thorough requirements and design verification aimed at preventing otherwise costly errors, omissions, and inadequacies from ever reaching the coding, testing, or acceptance stages."

“The biggest technical payoff in using V&V can be to have V&V parallel each phase of the development effort. This provides a thorough requirements and design verification aimed at preventing otherwise costly errors, omissions, and inadequacies from ever reaching the coding, testing, or acceptance stages.”

- Independently developing an approximation of the cost and time needed to complete project activities, e.g., change requests.
- Determining a project’s communications and information needs.
- Identifying initial project risks.
- Preparing documents to support solicitation.

**Open Forum**

There have been attempts with V&V to use informal methods to advance a project. For instance, have developers verbally address V&V questions/concerns to ensure the V&V team understands a situation, or to have a minor concern resolved without making a documented, federal case out of a situation.

Sometimes this works, but eventually a developer or client’s manager is concerned that this approach is bypassing his or her authority. Another reason to avoid an informal approach is that V&V may be a participant in a court case between a developer and a client. In this situation V&V needs documented evidence of what they identified as good points, problems, etc., and what V&V did to communicate and help resolve the situation. At the same time, V&V may have to show it did not provide any direction that violated a contract, or significantly interfered with the developers.

As an example of the above discussion about authority, V&V could participate in the evaluation (for technical feasibility, and reasonable number of hours and cost) of a developer’s change requests based on contractual staffing rates, other documentation, and discussions with the developer. The proper authority could then take V&V’s comments and recommendations, along with comments and recommendations from others, under advisement when making the final decision to accept or reject a change request.

There are situations where developers and clients try to restrict V&V’s effectiveness by creating barriers, e.g., preventing timely access to people or data. As with QA, this can be overcome if there are clear sets of processes, roles, and responsibilities.

Based on [12], the following sections are examples of how V&V (e.g., without hiring another contractor) can assist project managers by providing independent assessments, recommendations, or comments.
posed changes and consequences.

- As requested, provide PMO-type assistance.

Thus, organizations should look at V&V as more than a group with only technical knowledge. This may mean expanding the next version of [7] to include a new definition of V&V by indicating where V&V can help projects with non-technical issues. Another suggestion is to have [7] provide a section on how V&V and QA are alike and yet different.

No matter how V&V is utilized, the best results can occur when a well-planned V&V effort is conducted throughout a full system development life cycle.
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LETTER TO THE EDITOR

Dear CROSSTALK Editor,

I read your publication and consider it a valuable resource in my reference library. Thank you for the technical information each issue.

Your November 2003 issue refers to “DO-178B” as “Defense Order (DO)-178B.” RTCA says that the DO is “Document Order.”

Roger Souter
Federal Aviation Administration
Information Assurance (IA) and wireless communication remain major areas of information technology research today. IA is an increasing concern in both the government and commercial sectors. Wireless residential networking is among the wireless technology areas that have accelerated most rapidly over recent years. The Institute of Electrical and Electronics Engineers (IEEE) 802.11b and Bluetooth are two of the most commonly used wireless standards in residential network communication. Although targeted at the same wireless home/office network market, these two standards have different roles that are complementary rather than competing. Foreseeing the need for both technologies, recent efforts are ongoing to make the coexistence of both successful. This article focuses on the security issues of IEEE 802.11b and Bluetooth from the IA perspective and highlights their individual strengths and weaknesses from an IA point of view.

Today, researchers foresee the need for these two prevalent technologies to co-exist and already there are products in the market that support both of these technologies.

IEEE 802.11b and Bluetooth

The IEEE 802.11b and Bluetooth are two of the most widely used emerging wireless protocols for over-the-air wireless information exchange targeted for the residential (home/office) market. The IEEE 802.11 is the Medium Access Control (MAC) and Physical Layer (PHY) protocol, developed for Wireless Local Area Networks (WLAN). The PHY layer protocol oversees the actual data transmission process over a communication channel, while the MAC layer oversees reliable transmission of data with tasks such as data frame formatting, frame flow control, error checking, channel allocation, etc. The IEEE 802.11b is a supplement to the original IEEE 802.11 standard extended to define the standard for wireless LAN products that operate at an Ethernet-like data rate. It is also known as the Wireless Fidelity standard.

Ericsson, Nokia, IBM, Intel, and Toshiba founded the Bluetooth Special Interest Group (SIG) in May 1998. Since then, many major companies in the telecommunication business have joined this Bluetooth SIG. Bluetooth is an ad-hoc networking technology that dynamically connects portable/handheld devices such as cell phones, personal digital assistants, laptops, and printers by means of variable network topologies. Bluetooth is primarily designed to replace cables in residential networks for intercommunication between computing/communication devices.

It is important to note that the IEEE 802.11b is designed to support MAC and PHY protocols for a WLAN, whereas Bluetooth is designed as a complete protocol for the Wireless Personal Area Network (WPAN). Bluetooth is based on the IEEE 802.11b, but it is basically a radio frequency specification for both voice and data transfer technology that has low latency, low power-synchronization, and short range. While Bluetooth supports voice communication and the IEEE 802.11b does not, Bluetooth does not support many of the features that a full-blown wireless LAN implementation such as the IEEE 802.11b does in order to be used for corporate local area networks.

The IEEE 802.11b does more than Bluetooth in terms of data rate (11 megabits per second [Mb/s] versus 721 kilobits per second [Kb/s]), range (100 meters versus 10 meters), power throughput (280 megawatts [mW] versus <4mW), and therefore costs more than Bluetooth. We point out here that the rates, ranges, and costs are changing so rapidly in this field that figures presented here might change prior to publication. Therefore, we will simply site the differences without further particulars.

Both the IEEE 802.11b and Bluetooth protocol operate at the data link layer with some common operational features but with varied utilities.

Information Assurance

IA is an increasing concern in both government and commercial sectors. IA represents a goal that guarantees all electronically held information would remain protected to a sufficient degree associated with a risk that one is willing to accept.

Due to space constraints, CROSSTalk was not able to publish this article in its entirety. However, it can be viewed in this month’s issue on our Web site at <www.stsc.hill.af.mil/crosstalk> along with back issues of CROSSTalk.
Laws of Software Motion

The theme of this issue deals with consulting. As consultants, the authors know that consulting is all about leverage and motion. Of course, being card-carrying geeks (punch cards, that is), the authors immediately made the connection between motion and Newton. Newton, after all, formulated the “Laws of Motion.”

Newton’s laws govern the movement of the universe. Unfortunately, we’ve noted that software doesn’t seem to follow Newton’s Laws of Motion. In fact, software often seems not to follow any laws of motion at all. Thus, the authors have developed what we modestly call the “Cook-Leishman Laws of Software Motion.”

These so-called laws can provide understanding and guidance to program managers, developers, and users. These laws help indicate the relationships between time, cost, effort, and program progress.

Law No. 1
Newton’s First Law – An object in uniform non-accelerated motion (or at rest), will remain in the same state of motion unless an outside force acts upon it.

Cook-Leishman’s First Law – Any software intensive program not given adequate force (motivation) will degrade and cease to progress.

Any program slowly making progress at a steady rate will eventually grind to a halt unless continual outside force is applied to it. Programs will not coast. It takes active program/project management and focused risk management to keep a program continually and successfully proceeding [1]. If you do not have an active risk management plan, you run the risk of having your program stall.

If by some rare chance a program quits making progress, it takes a lot of effort to get it moving again. In fact, lack of progress usually means that programs tend to degrade. Personnel are reassigned, budgets shrink, and out-of-sight, out-of-mind thinking takes over.

Law No. 2
Newton’s Second Law – There is a relationship between force, mass, and acceleration that is specified as F = ma.

Cook-Leishman’s Second Law – There is a relationship between the forces required to accomplish a software intensive program/project. This relationship correlates requirements (R), changes (C), external influences (X), and timing (T) (schedule), thus F = f(R,C,X,T) where f stands as function that relates R, C, X and T.

Often, in the real world, there is actually an inverse relationship between the software force F and R, C, X, and T. In large programs that are well staffed and well funded, relatively small efforts or influences can make a change; this is due to the fact that the small changes require relatively minor effort with respect to the entire program. On the other hand, in small programs, small efforts or influences might reflect major changes to the entire effort. In addition, in some programs, major efforts have to be made to implement relatively small changes.

Changes can occur based upon outside forces (changes) that seem to have no influence upon your program. With interservice programs, multiple users and multiple sources of requirements can have ripple effects in which insignificant events can have major impacts upon your program.

In the first law, risk management (and risk mitigation) is required. In the second law, configuration management is the major player [2]. Without a configuration management plan that puts you in proactive instead of reactive mode, changes will eventually stop forward progress. At this point, Law No. 1 will apply.

Law No. 3
Newton’s Third Law – For every action, there is an equal and opposite reaction.

Cook-Leishman’s Third Law – For every action, there are varying reactions. Some are small, and some might have exponential greater force. You really don’t know what the consequence will be. The same action at a different time might have totally different consequences.

Small changes early in the program have minor consequences. The same changes during design might cause relatively major rewriting of both code and design. During integration and systems testing, the changes might cause a catastrophic delay in final delivery. Timing is everything. Attempts to improve quality might have positive effects one time, but the same attempt might not help at a different time (or for a different organization). You have to keep the end product in focus, and remember that the process has to be tailored for each product, not vice versa. [3] To put Law No. 3 in a nutshell, “Timing is everything.”

Are these laws really laws? Of course not! In reality they are, at best, general guidelines or hints. They are based on an examination of many software projects under varying constraints. Certainly, software development is far too complex to be summed up in a few so-called laws. After all, even Newton wasn’t totally correct.

However, these so-called laws do help provide general guidelines to help you keep your program moving forward. Have a strong risk management and risk mitigation plan. Implement configuration management, and use risk management and configuration together to proactively predict upcoming changes, thus mitigating major cost and schedule impacts. Focus on the product and quality, and modify the process to accommodate the needs of your program.

To sum it up, you can help your program greatly by applying Cook-Leishman’s Fourth Law.

Law No. 4
Cook-Leishman’s Fourth Law – Read (and heed!) CROSSTalk regularly.

-Dr. David A. Cook
AEgis Technologies Group
and
-Theron Leishman
STSC/Grumman
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