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Good Software Estimation Requires Historical Data

This month’s CROSSSTALK focuses on software estimation techniques used within the industry. These articles all agree that good software estimation requires an understanding of the capacity of any particular organization to deliver a software solution within their specific environment. Such capacity evaluation must be based upon historical contexts and good risk management techniques. These articles also provide a good perspective on the state-of-the-art in software estimation and emphasize the importance of measuring how well estimation is being done through each phase of your projects.

Capers Jones’ article, Software Cost Estimation in 2002, provides a good overview of the types of functionality that are typically present in the approximately 50 commercial software estimation tools marketed in the United States. He covers 10 generic features most often found in many of these tools and conjectures about future trends in software estimation. This article is a good tutorial on the basics of software estimation. Alex Lubashevsky’s article, Early Estimation of Software Reliability in Large Telecom Systems, describes how using two estimation techniques simultaneously can provide successful results. He used a U.S. Air Force Rome Laboratory model for an early estimation of software reliability, along with a second estimating technique derived from company-wide software process assessments based on the Software Capability Maturity Model® (SW-CMM®).

The revolution of new business strategies employing Web technology has highlighted the need for new ways to measure development time associated with Web projects. In his article, Estimating Web Development Costs: There Are Differences, Donald J. Reifer describes a new size metric, Web objects, and a new cost estimation model, WEBMO, that have been developed to satisfy the estimation needs for Web projects. He also discusses some of the key differences that managers must recognize between traditional software development and Web development to be successful in accurately estimating their projects.

The article by David Garmus and David Herron, Estimating Software Earlier and More Accurately, is a good synopsis of the function point method of software cost estimation. It claims that utilization of a functional sizing technique such as function points provides the capability to accurately estimate a project early in the development process.

Although not specific to software cost estimation, the article by Dr. Greg D. Power of Sverdrup Technology, Inc., New Code Analyzes Fluid Flow for Better Designed Aerospace Vehicles and Components, demonstrates a new way of doing software development for government aerospace applications involving analysis of fluid flow. This article reports on a partnership between the Air Force’s Arnold Engineering Development Center and the NASA Glenn Research Center for development of a computational flow simulator.

Nancy Redgate and Dr. Charles Tichenor identify in their article, Measuring Calculus Integration Formulas Using Function Point Analysis, specific steps for handling mathematical formulas using function point analysis techniques. Such integration formulas are typically embedded in many engineering and scientific applications. The methodology does not require any new counting rules or patches and promises to give users a more accurate view of application size, resulting in better forecasting of costs, schedule, and quality.

Finally, David Henry gives us some practical lessons learned in his article Software Estimation: Perfect Practice Makes Perfect. He focuses on utilizing input from all the engineers involved in a software development project in order to develop personal software estimation accuracy, and on using actual historical performance data to assist in future estimation efforts. He also covers simple methods for group estimation techniques that he has found effective for creation of an organizational estimation process.

I hope that our theme articles will provide a little more insight into your challenges in developing an accurate software estimation capability within your organization. You may want to consider using CROSSSTALK to report your organization’s successes and lessons learned in cost estimation or any other unique software development capability progress.

Deputy Director, Computer Resources Support Improvement Program
Software Cost Estimation in 2002

Capers Jones
Software Productivity Research Inc., Artemis Management Systems

The first automated software cost estimation tools were developed independently by researchers in major corporations and military groups in the 1960s. Commercial software cost estimation tools began to be marketed in the 1970s. By 2002, about 50 commercial software cost estimation tools were marketed in the United States and another 25 in Europe. Although standard projects can now be estimated with fairly good accuracy, there are always new technologies that require improvements in estimating tools.

Research on software cost estimation started independently in a number of companies and military organizations that built large software systems. Formal research into software cost estimation became necessary when software applications and systems software began to go beyond 100,000-source code statements in size. This size plateau was reached by several organizations in the 1960s.

The main issue that led to formal research programs for software cost estimation was the difficulty encountered in completing large software applications on time and within budget. A secondary issue was the fact that when deployed, software applications often contained significant numbers of bugs or defects. The evolution of software estimation tools is described in articles by Boehm [1, 2] and Jones [3] (each of which describes the state-of-the-art tools at the time of publication). A timeline of the evolution of software estimation tools is shown in Figure 1.

As of 2002, about 50 commercial software estimation tools were marketed in the United States. The major features of commercial software estimation tools include the following basic abilities:

- Sizing logic for specifications, source code, and test cases.
- Phase-level, activity-level, and task-level estimation.
- Support for both function point metrics and the older lines-of-code (LOC) metrics.
- Support for specialized metrics such as object-oriented metrics.
- Support for backfiring or conversion between LOC and function points.
- Support for software reusability of various artifacts.
- Support for traditional languages such as COBOL and FORTRAN.
- Support for modern languages such as Java and Visual Basic.
- Quality and reliability estimation.

Additional features found in some but not all software estimation tools include the following:

- Risk and value analysis.
- Estimation templates derived from historical data.
- Links to project management tools such as Artemis or Microsoft Project.
- Cost and time-to-complete estimates mixing historical data with projected data.
- Currency conversions for international projects.
- Inflation calculations for long-term projects.
- Estimates keyed to the Software Engineering Institute’s Capability Maturity Model® (CMM®).

Modern software cost estimation tools are now capable of serving a variety of important project management functions.

However, there are still some topics that are not yet fully supported even by state-of-the-art software estimation tools. Some of the topics that may require manual estimation include the following:

- Conversion and nationalization costs for international projects.
- Fees for trademark and copyright searches.
- Acquisition costs for commercial off-the-shelf packages.
- Deployment costs for enterprise resource planning applications.
- Litigation expenses for breach of contract if a project is late or over budget.

For ordinary software projects, automated estimation tools can now predict more than 95 percent of the associated effort and cost with fairly good accuracy. But projects that must be converted for sale in many countries, or that run on multiple hardware and software platforms, will have expenses outside the scope of most commercial software estimation tools. The legal expenses are also outside their scope if a software project is subject to litigation such as breach of contract or theft of intellectual property.

A Large Tool Family

The phrase project management tools has been applied to a large family of tools whose primary purpose is sophisticated scheduling for projects with hundreds or even thousands of overlapping and partially interdependent tasks. These tools are able to drop down to very detailed task levels and can even handle the schedules of individual workers. A few examples of tools within the project management class include Artemis Views, Microsoft Project, Primavera, and the Project Manager’s Workbench.

The software cost estimation industry and the project management tool industry originated as separate businesses. Project
management tools began appearing around the 1960s, about 10 years before software cost estimation tools. Although the two were originally separate businesses, they are now starting to join together technically.

Project management tools did not originate for software, but rather originated for handling very complex scheduling situations where hundreds or even thousands of tasks needed to be determined and sequenced, and where dependencies such as task completion might affect the start of subsequent tasks.

Project management tools have no built-in expertise regarding software, as do software cost estimation tools. For example, if you wish to explore the quality and cost impact of an object-oriented programming language such as Smalltalk, a standard project management tool is not the right choice. By contrast, many software cost estimation tools have built-in tables of programming languages and will automatically adjust the estimate based on which language is selected for the application.

Although there are scores of software cost estimation tools on the market, there are 10 generic features that many software estimation tools can perform:

**Feature 1: Sizing Specifications, Source Code, and Test Cases**

The first step in any software estimate is to predict the sizes of the deliverables that must be constructed. Before about 1985, software cost estimation tools did not include sizing logic. For these older tools, the user had to provide size information. Size data were expressed in LOC for estimation tools developed before the publication of function point metrics.

After function points became available in 1978, size could be expressed using either function points or LOC metrics, and converted between the two. As of 2001, sizing is a standard feature in more than 30 commercial software cost estimation tools.

The advent of function point metrics has eased the burden on software size estimation. Function point totals can be derived from software requirements long before any code is written. Once the function point size of an application is known, then many artifacts can also be sized. These include but are not limited to the following:

1. Specification volumes.
2. Source code volumes.
3. User documentation volumes.
4. Numbers of test cases.
5. Numbers of possible bugs or errors.

Another important sizing aspect is dealing with the rate at which requirements creep and hence make projects grow larger during development. If the function point totals for an application are measured at the requirements phase and again at delivery, the two values can be used to calculate the monthly rate of growth.

After the requirements are initially defined, the observed rate of requirements creep is from 1 percent to more than 3 percent per calendar month during the design and coding phases. The average rate of requirements creep is about 2 percent per month based on analysis of several thousand applications during benchmark and baseline studies.

Function points are not the only sizing method available, of course. Some estimation tools also offer templates derived from common kinds of software applications. Many estimation tools allow users to provide their own size data, if they wish, using either LOC metrics or function points or both. Refer to Kan [4] for a discussion of software metrics used in estimation.

In the United States, the function point metric by IBM, and now maintained by the International Function Point Users Group (IFPUG), is most commonly used for software estimates. Version 4.1 of the IFPUG counting rules is assumed in this article [5]. For a discussion of the accuracy of software function point counting, refer to Kemerer [6].

**Feature 2: Selecting Project Activities**

Once the initial sizes of various deliverables have been approximated, the next step is to determine which specific activities will be carried out for the project being estimated. Activity selection is one of the major areas where software cost estimation tools excel. There are some 25 common activities that might be performed for a software project, but only large military applications will normally perform all 25. For a discussion of activities and how they

### Table 1: Software Activity Variations – Percentage of Staff Effort by Activity (Assumes applications of about 1,000 function points in size or larger)

<table>
<thead>
<tr>
<th>Activities Performed</th>
<th>Web Projects</th>
<th>MIS Projects</th>
<th>System Projects</th>
<th>Military Projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>01 Requirements</td>
<td>3%</td>
<td>7.5%</td>
<td>4%</td>
<td>7%</td>
</tr>
<tr>
<td>02 Prototyping</td>
<td>10%</td>
<td>2%</td>
<td>2%</td>
<td>2%</td>
</tr>
<tr>
<td>03 Architecture</td>
<td>0.5%</td>
<td>1.5%</td>
<td>6%</td>
<td>1%</td>
</tr>
<tr>
<td>04 Project plans</td>
<td>1%</td>
<td>2%</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>05 Initial design</td>
<td>8%</td>
<td>7%</td>
<td>6%</td>
<td></td>
</tr>
<tr>
<td>06 Detail design</td>
<td>7%</td>
<td>6%</td>
<td>7%</td>
<td></td>
</tr>
<tr>
<td>07 Design reviews</td>
<td>2.5%</td>
<td>1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>08 Coding</td>
<td>25%</td>
<td>20%</td>
<td>20%</td>
<td>16%</td>
</tr>
<tr>
<td>09 Reuse acquisition</td>
<td>5%</td>
<td>2%</td>
<td>2%</td>
<td></td>
</tr>
<tr>
<td>10 Package purchase</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>11 Code inspections</td>
<td>1.5%</td>
<td>1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12 Ind. Verif. &amp; Valid.</td>
<td>1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13 Configuration mgmt.</td>
<td>3%</td>
<td>1%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>14 Formal integration</td>
<td>2%</td>
<td>2%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>15 User documentation</td>
<td>5%</td>
<td>7%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>16 Unit testing</td>
<td>25%</td>
<td>4%</td>
<td>5%</td>
<td>3%</td>
</tr>
<tr>
<td>17 Function testing</td>
<td>17%</td>
<td>6%</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>18 Integration testing</td>
<td>5%</td>
<td>5%</td>
<td>5%</td>
<td></td>
</tr>
<tr>
<td>19 System testing</td>
<td>7%</td>
<td>5%</td>
<td>6%</td>
<td></td>
</tr>
<tr>
<td>20 Field testing</td>
<td></td>
<td></td>
<td>1.5%</td>
<td>3%</td>
</tr>
<tr>
<td>21 Acceptance testing</td>
<td>5%</td>
<td>1%</td>
<td>3%</td>
<td></td>
</tr>
<tr>
<td>22 Independent testing</td>
<td></td>
<td></td>
<td></td>
<td>1%</td>
</tr>
<tr>
<td>23 Quality assurance</td>
<td>2%</td>
<td></td>
<td>2%</td>
<td></td>
</tr>
<tr>
<td>24 Installation/training</td>
<td>2%</td>
<td>1%</td>
<td>1%</td>
<td></td>
</tr>
<tr>
<td>25 Project management</td>
<td>10%</td>
<td>12%</td>
<td>12%</td>
<td>13%</td>
</tr>
</tbody>
</table>

Total: 100% 100% 100% 100%
vary, see Jones [7]. Table 1 (see page 5) illustrates some of the variances in activity patterns for four different types of projects.

Since variations in the activities performed can affect overall costs, schedules, and productivity rates by significant amounts, it is important to match activities to the project being estimated. More than 100 percent differences in work effort have been observed for projects of exactly the same size due to variations in the activities performed. In general, military projects and systems software projects perform more activities than management information systems or Web applications of the same size.

Feature 3: Estimating Staffing Levels and Specialists

Although staffing, effort, costs, and schedules are all important for the final estimate, a typical place to start estimating is with staffing levels. There are significant variations in staffing levels based on team experience, application size, reusable materials, and other factors.

One of the trickier aspects of estimating the staffing for large applications is the fact that sometimes as many as 35 different occupation groups might be working on a large project at the same time. A list of 20 common software occupation groups observed on large software systems is shown in Table 2.

Since each of these specialized occupations may work for only part of a project’s life cycle, and since each form of specialization can have very different salary and bonus packages, it is not a trivial task to handle staffing estimates for large software applications when multiple specialists are utilized.

Feature 4: Estimating Software Work Effort

The term work effort defines the amount of human work associated with a project. The amount of effort can be expressed in any desired metric such as work hours, work days, work weeks, work months, or work years. Usually small projects of up to perhaps 1,000 function points utilize hours for expressing effort, but the larger projects in excess of 10,000 function points normally utilize days, weeks, or months as the unit of measure.

For example, in the United States the nominal workweek is five days of eight hours each, or 40 hours total. Yet the number of effective work hours per day is usually only about six due to coffee breaks, staff meetings, etc. The number of workdays per year will vary with vacations and sick leave, but averages about 220 days per year in the United States. However, in Europe vacation periods are longer, while in other countries such as Mexico and Japan vacation periods are shorter than in the United States.

Feature 5: Estimating Software Costs

The fundamental equation for estimating software effort, is developed by Putnam and Myers [8] or Jones [9].

\[
\text{Cost} = \text{Effort} \times (\text{Salary} + \text{Burden})
\]

This kind of knowledge can only be determined by accurate measurements of many real software projects. This explains why software estimation vendors are often involved in measurement studies, assessments, and benchmark analysis. Only empirical data derived from thousands of software projects can yield enough information to create accurate estimation algorithms using realistic work patterns. For discussions of how software effort varies in response to a number of factors, refer to Putnam and Myers [8] or Jones [9].

Feature 6: Estimating Software Schedules

Estimating software schedules has been a troublesome topic because most large software projects tend to run late. Close analysis of reported schedule projections are arbitrarily overruled by clients or senior executives, creeping requirements are not handled proactively, and early quality control is inadequate, and the project runs late when testing begins.

Formal schedule estimation is an area where cost estimation tools and project management tools frequently overlap. Often the cost estimation tool will handle high-level scheduling of the whole project, but the intricate calculations involving dependencies, staff availability, and resource leveling will be done by the project management tool.

A basic equation for estimating the schedule of any given development activity follows:

\[
\text{Effort/Staff} = \text{Time Period}
\]

Using this general equation, an activity that requires eight person-months of effort and has four people assigned to it can be finished in two calendar months, i.e.:

\[
8 \text{ Months/4 People} = 2 \text{ Calendar Months}
\]

In real life, schedule estimating is one of the most difficult parts of the software estimation process. Many highly

Table 2: Common Software Occupation Groups

<table>
<thead>
<tr>
<th>Common Software Occupation Groups</th>
<th>Involved in Large Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Architects (software/systems)</td>
<td></td>
</tr>
<tr>
<td>2. Configuration Control Specialists</td>
<td></td>
</tr>
<tr>
<td>3. Cost Estimation Specialists</td>
<td></td>
</tr>
<tr>
<td>4. Data Base Administration Specialists</td>
<td></td>
</tr>
<tr>
<td>5. Function Point Specialists (certified)</td>
<td></td>
</tr>
<tr>
<td>6. Globalization and Nationalization Specialists</td>
<td></td>
</tr>
<tr>
<td>7. Graphical User Interface Specialists</td>
<td></td>
</tr>
<tr>
<td>8. Integration Specialists</td>
<td></td>
</tr>
<tr>
<td>9. Library Specialists (for project libraries)</td>
<td></td>
</tr>
<tr>
<td>10. Maintenance Specialists</td>
<td></td>
</tr>
<tr>
<td>11. Project Managers</td>
<td></td>
</tr>
<tr>
<td>12. Project Planning Specialists</td>
<td></td>
</tr>
<tr>
<td>13. Quality Assurance Specialists</td>
<td></td>
</tr>
<tr>
<td>14. Systems Analysis Specialists</td>
<td></td>
</tr>
<tr>
<td>15. Systems Support Specialists</td>
<td></td>
</tr>
<tr>
<td>16. Technical Translation Specialists</td>
<td></td>
</tr>
<tr>
<td>17. Technical Writing Specialists</td>
<td></td>
</tr>
<tr>
<td>18. Testing Specialists</td>
<td></td>
</tr>
<tr>
<td>19. Web Development Specialists</td>
<td></td>
</tr>
<tr>
<td>20. Web Page Design Specialists</td>
<td></td>
</tr>
</tbody>
</table>
complex topics must be dealt with such as the following:
• An activity’s dependencies upon previous activities.
• Overlapping or concurrent activities.
• The critical path through the sequence of activities.
• Less than full-time staff availability.
• Number of shifts worked per day.
• Number of effective work hours per shift.
• Paid or unpaid overtime applied to the activity.
• Interruptions such as travel, meetings, training, or illness.
• Number of time zones for projects in multiple cities.

It is at the point of determining software schedules when software cost estimation tools and project management tools come together. The normal mode of operation is that the software cost estimation tool will handle sizing, activity selection, effort estimation, cost estimation, and approximate scheduling by phase or activity. Then the software cost estimation tool will export its results to the project management tool for fine tuning, critical path analysis, and adjusting the details of individual work assignments.

**Feature 7: Estimating Defect Potentials**

One reason software projects run late and exceed their budgets may be that they have so many bugs they cannot be released to users. A basic fact of software projects is that defect removal is likely to take more time and cost more than any other identifiable cost element.

The fact that software defect levels affect software project costs and schedules is why automated software cost estimation tools often have very powerful and sophisticated quality-estimation capabilities.

Quality estimates use two key metrics derived from empirical observations on hundreds of software projects: defect potentials and defect removal efficiency. The defect potential of a software project is the total number of defects that are likely to be encountered over the development cycle during the first 90 days of usage. Defect removal efficiency refers to the percentage of defects found and removed by the developers before release to customers.

Based on studies published in the author’s book *Applied Software Measurement* [7], the average number of software errors in the United States is about five per function point (Table 3). Note that software defects are found not only in code, but also originate in all of the major software deliverables in the approximate quantities listed in Table 3.

These numbers represent the total number of defects that are found and measured from early software requirements throughout the remainder of the software life cycle. However, knowledge of possible defects is not the complete story. It is also necessary to predict the percentage of possible defects that will be removed before software deployment.

**Feature 8: Estimating Defect Removal Efficiency**

Many kinds of defect removal operations are available for software projects. The most common types include requirements reviews, design reviews, code inspections, document editing, unit test, function test, regression test, integration test, stress or performance test, system test, external Beta test, and customer acceptance test. In addition, specialized forms of defect removal may also occur such as independent verification and validation, independent tests audits, and quality assurance reviews and testing.

“**One reason software projects run late and exceed their budgets may be that they have so many bugs they cannot be released to users.”**

In general, most forms of testing are less than 30 percent efficient. That is, each form of testing will find less than 30 percent of the errors that are present when testing begins. Of course a sequence of six test stages such as unit test, function test, regression test, performance test, system test, and external Beta test might top 80 percent in cumulative efficiency.

Formal design and code inspections have the highest defect removal efficiency levels observed. These two inspection methods average more than 65 percent in defect removal efficiency and have topped 85 percent.

Before releasing applications to customers, various reviews, inspections, and testing steps utilized will remove many but not all software defects. The current U.S. average is a defect removal efficiency of about 85 percent, based on studies carried out among the author’s client companies and published in *Software Assessments, Benchmarks, and Best Practices* [9], although the top projects approach 99 percent.

The number and efficiency of defect removal operations have major impacts on schedules, costs, effort, quality, and downstream maintenance. Estimating quality and defect removal is so important that a case can be made that accurate software cost and schedule estimates are not possible unless quality is part of the estimate.

**Feature 9: Adjusting Estimates in Response to Technologies**

One of the features that separates software estimation tools from project management tools is the way estimation tools deal with software engineering technologies. There are scores of software design methods, hundreds of programming languages, and numerous forms of reviews, inspections, and tests. There are also many levels of experience and expertise on the part of project teams.

Many software estimation tools have built-in assumptions that cover technological topics like the following:
• Requirements gathering methods.
• Specification and design methods.
• Software reusability impacts.
• Programming language or languages used.
• Software inspections.
• Software testing.

Software estimation tools can automatically adjust schedule, staffing, and cost results to match the patterns observed with various technologies. For additional information on such topics refer to Putnam [11], Roetzheim and Beasley [12], and Jones [9].

**Feature 10: Estimating Maintenance Costs over Time**

In 2001, more than 50 percent of the global software population was engaged in modifying existing applications rather than writing new applications.

Although defect repairs and enhance-
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ments are different in many respects, they have one common feature. They both involve modifying an existing application rather than starting from scratch with a new application.

Several metrics are used for maintenance estimation. Two of the more common metrics for maintenance and enhancement estimation include 1) defects repaired per time interval and 2) assignment scopes or quantities of software assigned to one worker.

The defects repaired per time interval metric originated within IBM circa 1960. It was discovered that for fixing customer-reported bugs or defects, average values were about eight bugs or defects repaired per staff month. There are reported variances of about 2 to 1 around this average.

The term assignment scope refers to the amount of software one maintenance programmer can keep operational in the normal course of a year, assuming routine defect repairs and minor updates. Assignment scopes are usually expressed in terms of function points and the observed range is from less than 300 function points to more than 5,000 function points with an average of around 1,000 function points.

Future Trends in Software Estimation

Software technologies are evolving rapidly, and software cost estimation tools need constant modifications to stay current. Some future estimating capabilities can be hypothesized from the direction of the overall software industry.

As corporations move toward Internet business models, it is apparent that software cost estimation tools need expanded support for these applications. While the software portions of Internet business applications can be estimated with current tools, the effort devoted to content is outside the scope of standard estimates. The word content refers to the images and data that are placed in Web sites.

As data warehouses, data marts, and knowledge repositories extend the capabilities of database technology, it is apparent that database cost estimation lags software cost estimation. As this article is written, there is no data-point metric for ascertaining the volumes of data that will reside in a database or data warehouse. Thus, there are no effective estimation methods for the costs of constructing databases or data warehouses or for evaluating data quality.

For companies that are adopting enterprise resource planning (ERP), the time and costs of deployment and tuning are multiyear projects that may involve scores of consultants and hundreds of technical workers. Here too, expanded estimating capabilities are desirable since ERP deployment is outside the scope of many current software cost estimation tools.

Other features that would be useful in the future include value estimation, litigation estimation, and enhanced support for reusable artifacts. Refer to Jones [3], Boehm [2], and Stutzke [13] for additional thoughts on future estimation capabilities.

Conclusions

Software cost estimation is simple in concept, but difficult and complex in reality. The difficulty and complexity required for successful estimates exceed the capabilities of most software project managers. As a result, manual estimates are not sufficient for large applications above roughly 1,000 function points in size.

Commercial software cost estimation tools can often outperform manual human estimates in terms of accuracy and always in terms of speed and cost effectiveness. However, no method of estimation is totally error free. The current best practice for software cost estimation is to use a combination of software cost estimation tools coupled with software project management tools, under the careful guidance of experienced software project managers and estimation specialists.
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Early Estimation of Software Reliability in Large Telecom Systems
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This article describes early estimation experiences with software reliability of complex real-time telecommunications systems based on size estimation and the process assessment. It emphasizes the importance of estimation for evaluating the feasibility of proposed reliability requirements and providing a rational basis for design and allocation decisions. A number of critical factors for building a reliability estimation model are discussed along with typical sizing processes and estimation tools. The modified U.S. Air Force’s Rome Laboratory model was selected as the best practical candidate for the early estimation of software reliability. A data comparison of its results to a traditional estimation model is presented.

Customers rank reliability first on their list of most critical quality attributes, according to a recent survey of the largest customers of complex real-time telecommunications systems and data published in the Army’s software metrics newsletter, Insight (Spring 2000) [1]. With the cost of some systems exceeding tens or even hundreds of millions of dollars and with a development duration of more than 12 to 18 months, early reliability estimation can significantly contribute to the success (or early rational cancellation) of the project. With recent strong emphasis on speed of development, the decisions made on the basis of early reliability estimation can have the greatest impact on schedules and cost of software projects. Software reliability may also be significantly improved in an early stage by a focused review and thorough test effort.

Software reliability estimation provides a solid foundation to perform meaningful tradeoff studies at project start. It also provides a projection of the software failure rate before systems tests begin or at any point throughout. After estimation, the next logical step is creating a software reliability growth model, which covers the period where reliability improves as the result of thorough peer reviews, testing, and fault correction. Reliability metrics help to predict such critical factors as the initial failure rate, final failure rate, fault density, fault profile, etc.

The final outcomes of software reliability estimation include the following:

- An estimation of the number of faults expected during each phase of the life cycle.
- A constant failure rate estimation at system release.
- Relative measures for practical use and management such as duration of system test and size of the test team.

If software reliability estimation is performed early in the software life cycle, it is possible to determine what improvement, if any, can be made to the software methods, techniques, or organizational structure. As described in this article, our experience also confirmed what many recent articles and publications have suggested: A successful, meaningful estimation strategy must simultaneously use more than one estimating technique [2].

“Software reliability estimation provides a solid foundation to perform meaningful tradeoff studies at project start.”

For early software reliability estimations, an estimation team used a number of software reliability models. The team compared the results of these models with each other and with the reliability data provided by cost/effort estimation model KnowledgePLAN, which was selected a few years ago after Bell Labs’ studies of more than a dozen different estimation models (the COCOMO tool came out a very close second). This expert system tool contains in its database more than 7,000 actual projects that along with size, cost, effort, and other attributes have data about the total number of inherent faults, their distribution among major phases of life cycle, the severity of faults, and potential defect removal efficiency [3].

As with any other existing cost estimation tool, KnowledgePLAN had to be fine-tuned and thoroughly calibrated for the particular project to be consistent and reliable. At the same time in this environment, the KnowledgePLAN questionnaires on the project/process development activities were used as a shell for the company-wide software process assessments, together with some parts of the Software Engineering Institute’s Capability Maturity Model® (CMM®). These assessments were used for internal benchmarking of current development practices and helped to easily identify similar projects, which was essential for a meaningful comparison [4].

Estimating Parameters

AT&T/Lucent’s experience in software reliability estimation for a number of large telecommunications projects is evidence that the size of the project (in function points or sometimes in thousands of lines of code [KLOC]) is the most significant single factor for estimating the number of inherent faults [4]. The second most important factor is project complexity, which can be represented by McCabe’s cyclomatic complexity measure (problem, code, and data complexity). Those complexity measures strongly depend on the application types of the project [3, 5].

The KnowledgePLAN tool uses simplified McCabe’s complexity factors in its questionnaire, as does its predecessor Checkpoint. Also our previous independent studies found that the fault-reduction factor is relatively stable across different projects in the same organization, though the fault-exposure ratio may be dependent on the structure of the program and the degree to which faults are data dependent. However, these effects are often averaged out for programs of substantial size such as the large projects the estimation team often deals with [6].

To increase estimation accuracy and our ability to better control the discovery-of-faults process, the team concluded the following: The software reliability estimation must be performed in early phases of the life cycle by using phase-based models that emphasize the availability of size and
corresponding effort for the project during early phases. In our case, the estimation team obtained the size and effort in the early stage of development very often by using the function point method [7]. However, for some legacy projects, the data were derived by the analogy method or by experts’ iterative estimations such as Delphi analysis [5].

Also, the number of factors needed for building reliability estimation, which significantly relates to fault density at the early stages such as application type, development environment, and some other software metrics, can be obtained relatively easily from the results of previously performed company-wide software process assessments. After a number of studies and experiments with different types of reliability models, the team selected the U.S. Air Force’s Rome Laboratory model [8]. The estimation team chose this model because it allows us to track the influence on software reliability of the various application types by different development organizations, methods, tools, techniques, and other software factors, and it is closely correlated to our development methodology.

Estimating Size and Reliability Early

Size estimation consists of two phases, called passes, which require using highly trained and experienced estimators. After a list of new or modified features is prioritized during the proposal stage, the first pass provides a quick rough estimate of size/effort required to develop the features. These are then given to product management to determine the budget for an upcoming release.

The estimate is determined by breaking up the software into smaller pieces, consulting with experts, and forming analogies to previously developed software with similar features. If a separate estimation repository database updated on a quarterly basis contains the data for a similar feature, the preliminary data for the size/effort estimation and often the total number of inherent faults are readily available. If data from the repository are not available, one of the reliability estimation models with some of the default parameters is used. One or two members of the planning group usually generate the first-pass estimate with accuracy within 50 percent.

The second pass is a detailed estimate done near the end of the requirements process to define size/effort of a feature, a subsystem, or system level. The development planning group usually coordinates the entire process. For some projects, the second-pass estimates are based on the judgment of experienced developers (rather than expert estimators) who are using a bottom-up estimation technique based on historical data to outline and estimate the tasks by functional area that will be required to develop a feature.

This group meeting is used to obtain a single estimate from a group of experts after an open discussion. The meeting is a forum for experts to discuss requirements and designs, consider a tradeoff between the reliability of the product and cost and schedules of the project, resolve issues, and work together to create and tune their estimates. The Delphi technique [5] can be combined with the group meeting approach. The group meeting is used to discuss estimation issues and the experts give their opinions. These estimates are discussed again, and the process is repeated until a consensus is reached.

“Size estimation consists of two phases, called passes, which require using highly trained and experienced estimators.”

Size/effort estimation and early reliability estimation by analogy was the most popular method. The technique assumes that if two projects are alike in some respects, other similarities can be inferred.

The current project is compared with similar completed projects to get a ballpark estimate; experts then factor in the differences between the projects. Estimation by analogy can be applied to a total system, a module, or a task. A historical database is the best tool for estimation by analogy. Here are sources for analog data in the order of decreasing preferences:

- Data from a previous release of the same project.
- Data from a similar project in the same company.
- Data from a similar project in a different company.

Industry data can be used if company data are not available, but they must be calibrated to company data as soon as they are available.

For a completely new project that may have no relevant data or experience on which to base estimates, particularly if the project is moving to a new methodology such as from a traditional to an object-oriented approach, the following estimation strategy is recommended: Create, if possible, an analog by dividing the product into components and actually doing development on a typical component to estimate the remainder of the project. Also, the following additional information associated with the software cost/effort estimation and reliability estimation is recommended:

- Project management tracks baseline, current and completion dates, and the number of detected faults.
- At the end of each software release, postmortem compares actual vs. detailed estimates for the features.
- The estimation process is evaluated on two criteria: responsiveness (in business days) and accuracy, which is defined as the percent of relative error between the detailed estimate and actual data.

The new estimation process described in the next section also consists of two phases (sometimes an additional zero phase is added) and is based on more consistent usage of estimation tools and techniques and less reliance on high human expertise. But this estimation practice strongly concurs with the suggestion that the most important factor in improving estimation is to “hold its software estimators, developers, and managers accountable for their estimates” [9].

A New Estimation Process

Our new estimation process is based on size estimation using function point analysis (FPA), which is usually performed based on complete requirements [7] in combination with estimation tools like KnowledgePLAN and the modified Rome Labs estimation model. (In some cases, FPA is based on particular telecom domains or, even earlier, based on the high-level Feature Definition and Assessment Form (FDAF), the most important estimation phase called zero pass.)

The project size in function points (FP) is one of the significant inputs for the KnowledgePLAN tool. Other input information collected by the KnowledgePLAN’s questionnaire describes the type, nature, and complexity of the project, the project management practices, the expertise and morale of the team, together with a few dozen other attributes of the particular project. This enables the tool to choose the project having the closest match from its vast knowledge base of previously collected industry projects.

As output, the tool generates many
useful estimation reports on resources, schedule, etc., and also on the total number of defects that will be introduced during various stages of the project. While in the past the estimation team widely used the predicted reliability data on potential defects from the Checkpoint estimation tool (KnowledgePLAN's predecessor), the team decided to compare the estimation tool's results with those from another software reliability model.

For this purpose, the original U.S. Air Force’s Rome Laboratory model, RL-TR-92-52 [8] was modified to allow for more than 60 telecommunications applications to be included in the historical database, and also to allow for the usage of the FP method, which is growing in popularity in civil and military applications [4]. Using available industry and internal data from the software process assessment (SPA) and the CMM of the organization developing the software, the major nine factors of the Rome Lab's model were expanded to include new ranges of values in FPs. (See Table 1).

Originally, the output of the Rome Lab's model is a fault density in terms of faults per KLOC. To compute the total estimated number of inherent defects, the fault density should be multiplied by the total predicted number of KLOC. If function points are being used and no KLOC is available for correlation, the backfire method (low accuracy table for the conversion of source lines of code to FPs [3, 4]) is sometimes recommended. Also the Rome Lab's model is very useful for predicting fault density at delivery time; subsequently, this fault density is utilized to predict the total number of inherent faults and the failure rate.

The fault density of the application (A) is predicted by using a baseline fault density established for applications of the same type, adjusted to reflect the influence of the development environment (D) and the software characteristics (S) of the specific application. Once fault density is determined, the failure rate (FR) can be predicted by applying empirical value (EV), established from historical data for the application type, to the fault density. The Rome Lab's model contains empirical data that have a total of 33 data sources representing 59 different projects (some from Software Engineering Laboratory).

Fault Density: \( FD = A \times D \times S \) (faults/FPs or LOC)

Estimated number of Inherent Faults: \( N = FD \times SIZE \)

<table>
<thead>
<tr>
<th>Factor</th>
<th>Measure</th>
<th>Rome Labs</th>
<th>Telecom</th>
<th>Application</th>
<th>Trade-off</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-Application</td>
<td>Difficulty in developing various application types</td>
<td>.2 to 14</td>
<td>.02 to 1.5</td>
<td>AP-T</td>
<td>None fixed</td>
</tr>
<tr>
<td>D-Development environment</td>
<td>Development org., methods, tools, techniques, document</td>
<td>.5 to 2.0</td>
<td>.01 to 1.8</td>
<td>If known at AP, DTLD-T</td>
<td>Largest range</td>
</tr>
<tr>
<td>SA-Software anomaly mgmt</td>
<td>Indication of fault-tolerant design</td>
<td>.9 to 1.1</td>
<td>.3 to 0.4</td>
<td>Normally, C-T</td>
<td>Small</td>
</tr>
<tr>
<td>ST-Software traceability</td>
<td>Traceability of design and code to requests</td>
<td>.9 to 1.0</td>
<td>.02 to 0.6</td>
<td>Normally, C-T</td>
<td>Large</td>
</tr>
<tr>
<td>SQ-Software quality</td>
<td>Adherence to coding standards</td>
<td>1.0 to 1.1</td>
<td>.02 to 0.3</td>
<td>Normally, C-T</td>
<td>Small</td>
</tr>
<tr>
<td>SL-Software language</td>
<td>Normalizes fault density by language type</td>
<td>N/A</td>
<td>N/A</td>
<td>C-T</td>
<td>N/A</td>
</tr>
<tr>
<td>SX-Software complexity</td>
<td>Unit complexity</td>
<td>.8 to 1.5</td>
<td>.01 to 0.6</td>
<td>C-T</td>
<td>Large</td>
</tr>
<tr>
<td>SM-Software modularity</td>
<td>Unit size</td>
<td>.9 to 2.0</td>
<td>.01 to 0.7</td>
<td>C-T</td>
<td>Large</td>
</tr>
<tr>
<td>SR-Software standards review</td>
<td>Compliance with design rules</td>
<td>.75 to 1.5</td>
<td>.02 to 0.4</td>
<td>C-T</td>
<td>Large</td>
</tr>
</tbody>
</table>

*AP = Concept or Analysis Phase, C = Coding, DTLD = Detailed and Top Level Design, and T = Testing

Table 1: Summary of the Rome Laboratory Model, RL-TR-92-52

Failure Rate: \( FR = FD \times EV \) (faults/time)

This model has the following significant benefits:
- It can be used as soon as the software concept is known.
- During the concept phase, it allows what-if analysis to be performed to determine the impact of the development environment on fault density. (In our case, the data from the previous SPA for this organization will be reused.)
- During the concept phase, it allows what-if analysis to be performed to determine the impact of software characteristics on fault density. (Also the data from the previous SPA for this organization will be reused.)
- It allows for system software reliability allocation because it can be applied uniquely to each application type comprising a large software system.
- The estimation can be easily customized using unique values for the A, D, and SIZE factors based upon historical software data from the specific organization's environment.

The Rome Lab's model consists of nine factors (Table 1, first column) that are used to predict the fault density of the software application. That is, application type factor (which could be real-time control systems, scientific, or information management) with the range of values of two to 14 defects per KLOC, or 0.2 to 1.5 defects per FP. This demonstrates the potential influence of different application types on fault density in an early phase of development. Similar logic applies to the rest of the factors: They show the potential ranges of values for fault density that depend on the type of factors and measures associated with them.

There are parameters in this estimation model that have tradeoff capability (maximum/minimum predicted values). The analyst can determine where some changes can be made in the software engineering process or product to achieve improved fault-density estimation. This tradeoff is valuable only if the analyst has the capability to impact the software development process. (Notice that the tradeoff is fixed for the type of application and is not applicable after you select a particular software language.) The tradeoff analysis can also be used to perform a cost analysis by optimizing the development.

The values of many of the parameters in this model may change as development proceeds. The latest updated values should be used when making an estimation that will become more and more accurate with each successive phase until the final design and implementation.

Table 1 represents the summary of Rome Laboratory's estimation model. The column “Range of Values” shows original and modified telecom values, the latter reflecting the historical reliability data correlated with the data from the SPA assessments range for more than 60 projects. Most of the factors of the original model like software implementation metrics (SX, SM, SR, etc), requirements and design representation metrics (SA, ST, SQ), and application (A) and development environment (D) correspond almost one-to-one to the factors of the SPA/SPR questionnaire. The only difference is that range of values for fault density is mapped in defects per FPs instead
of defects per KLOC.

Table 2 provides an example of data for one of the critical telecom projects. The predicted and industry standard data were generated using the project quality report of KnowledgePLAN. Actual data came from the final systems/integration test reports. The data from the two different models were compared and correlated with the SPA data for this project and the reliability data produced by the modified Rome Labs model. The percent of variation between actual and predicted faults showed an acceptable range of deviation (from 10 percent to 27 percent, as compared with the acceptable range for this most important early stage of estimation: +/- 50 percent).

Table 2 represents data for a project size of about 1,800 FPs. The fault density (1.24 faults/FP) and total number of inherent faults (2,626) were predicted for the FDAD stage of the life cycle. These data, together with some historical information for similar projects, helped predict the duration of systems test with about 15 percent accuracy and the size of the test team with about 20 percent accuracy. The early predicted faults in Table 2 are presented by severity level (based on historical distribution data for similar projects) and percent of deviation from actual and industry database. The 17 percent deviation of total predicted faults to actual is a significant (almost three times) improvement compared with the first-pass results (50 percent) at the same stage.

Also during this object-oriented project for a real-time telecommunication system, the early reliability estimation data indicated a need for a focused review and inspection process especially during analysis, design, and additional systems test effort to fully cover all test cases written against original user requirements. This helped to increase defect removal efficiency to 92 percent (which is very high for this type of transmission application) and to create a system with software availability exceeding Telcordia standards by more than 10 times. This particular system was in the field for more than one year without any major software outage.

Summary
This article has described a number of experiences of early estimation of software reliability for large real-time telecommunications systems. The benefits of early reliability estimation for the design and allocation decisions, which can have a significant impact on schedule and cost, were also discussed. The article also emphasized the importance of early size and complexity estimation on which a number of software reliability models are based. The past processes of early size and reliability estimation (relying on highly qualified human experts) and new processes (based on the heavy usage of estimation tools) were described in detail. The modified Rome Labs estimation model, based on early size estimation as well as a number of other factors that describe the software development process and its influence on reliability, was introduced for comparison and was shown to be very useful. The example of working with two different models for early reliability estimation and the positive results achieved proved that other projects could significantly benefit from the above-described processes in building reliable systems.
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Estimating Web Development Costs: There Are Differences

This article discusses the need for new metrics and models to estimate the effort and duration for Web development projects. It then describes a new size metric, Web objects, and a new cost estimation model, WEBMO, that have been developed to satisfy these needs. Most importantly, this article identifies differences between traditional and Web projects that managers need to be aware of when developing estimates prior to ending with a current status of the effort.

This past year, electronic commerce reportedly reached $5 billion in sales. Considering that this was during a recession, it is a marvelous achievement. You are probably thinking, “How was that achieved with the technology bubble bursting and Internet start-ups failing right and left?” The answer is simple. The larger businesses took the place of the smaller businesses. They moved to the Web with speed and enthusiasm, often for good business reasons. For example, General Electric reportedly saved $40 million in a single month compared with the same month in the previous year by moving its travel onto the Web [1].

Just as importantly, this move to the Web is heralding in a major change in the way we in the software community do business. For example, the large projects that we worked on in the past are being replaced by many small Web developments. These small projects are being done using different technology as well. Table 1 characterizes these changes to give some insight into the current trends. It highlights the move to agile methods [2], extreme programming methods [3], components [4], multimedia, and visual technologies by Web shops.

These trends are motivated by the move to quicker-paced developments. Instead of developing software from requirements, these Web development projects are gluing components together using agile instead of traditional methods. They build prototypes and refactor [5] them instead of focusing on design. From Table 1, you will see that Web developments seem deficient in the areas of process, discipline, and estimating. That is not entirely true. As Mark Paulk recently pointed out, process improvement and extreme methods are not incompatible [9]. However, many of the large firms with which my firm has recently worked seem to have abandoned process paradigms and the Software Engineering Institute’s Capability Maturity Model® (CMM®), Software Capability Maturity Model® (SW-CMM®), and Capability Maturity Model IntegrationSM (CMMISM) [10, 11] in their quest to speed time-to-market as they move to the Web.

Those of us in the estimating community currently have not agreed upon how to address Web-based projects. The trouble is that the characteristics of the Web-based projects listed in Table 1 make it difficult for estimators to adapt and put their existing processes, metrics, and models to work operationally. Web projects are different. To highlight the challenges involved in the area of Web estimation, we have constructed Table 2 (see page 14). For comparative purposes, this table also identifies the approaches that we currently use to develop estimates for traditional software projects.

Most estimators would like to use the more traditional processes, metrics, models, and tools for estimating Web projects. They are mature, and many of us in the field have confidence in their ability to accurately predict project costs and schedules. We also have a great deal of experience using these metrics, models, and tools and feel comfortable with them and their outputs. However, as noted by Table 2 (page 14), these traditional approaches do not address the challenges that we face with Web projects. The two major challenges are accurately estimating size and duration. New size metrics are needed to cope with Web objects like shopping carts, Java scripts, and building blocks like Cookies, ActiveX controls, and Component Object Model components. New duration-estimating equations are needed to address the fact that the cube root laws used by most estimating models just do not seem to work for the Web.

New Web Applications Sizing Metrics Needed

Because Web cost can be treated as a function of size, a meaningful size predictor is needed for Web projects. Those working such projects agree that the popular size metrics, function points (FP) and source lines of code (SLOC), are not suitable for Web estimation because they do not take all of the Web objects (buttons, templates, etc.) into account. Luckily, the research community has not been idle. It has proposed several size metrics for Web developments (object points [12], application points [13], etc.). However, the only find-

Table 1: Characteristics of Traditional vs. Web Development Projects

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Traditional Developments</th>
<th>Web Developments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary objective</td>
<td>Build quality software products at minimum cost.</td>
<td>Bring quality products to market as quickly as possible.</td>
</tr>
<tr>
<td>Typical project size</td>
<td>Medium to large (hundreds of team members).</td>
<td>Small (3-5 team members the norm, 30 the largest).</td>
</tr>
<tr>
<td>Typical timeline</td>
<td>12-18 months</td>
<td>3-6 months</td>
</tr>
<tr>
<td>Typical cost</td>
<td>$ millions</td>
<td>$ thousands</td>
</tr>
<tr>
<td>Development approach employed</td>
<td>Classical, requirements-based, phased and/or incremental delivery, use cases, documentary driven.</td>
<td>Agile methods, extreme programming, building block-based, demo-driven, prototyping, Rational Unified Process [6], MBASE [7].</td>
</tr>
<tr>
<td>Primary engineering technologies used</td>
<td>Object-oriented methods, generators, modern programming languages (C++), CASE tools, etc.</td>
<td>Component-based methods, 4th and 5th generation languages (html, Java, etc.) visualization (motion, animation), etc.</td>
</tr>
<tr>
<td>Processes employed</td>
<td>CMM-based</td>
<td>Ad hoc</td>
</tr>
<tr>
<td>Products developed</td>
<td>Code-based systems, mostly new, some reuse, many external interfaces, often-complex applications.</td>
<td>Object-based systems, many reusable components (shopping carts, etc.), few external interfaces, relatively simple.</td>
</tr>
<tr>
<td>People involved</td>
<td>Professional software engineers with 5+ years of experience.</td>
<td>Graphic designers, less-experienced software engineers, Java specialists.</td>
</tr>
<tr>
<td>Estimating technologies used</td>
<td>Source line of code or function point-based models, Web-based systems approach for small projects.</td>
<td>Design-to-fit based on available resources, Web-based systems for small projects.</td>
</tr>
</tbody>
</table>

Note: Table is an adaptation of the author’s previously published work [8].
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Web-Based Challenges

<table>
<thead>
<tr>
<th>Traditional Approach</th>
<th>Web-Based Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most use analogy supplemented by lessons learned from past experience.</td>
<td>Job costing, if done, performed ad hoc using inputs from the developers (too optimistic).</td>
</tr>
<tr>
<td>Because systems are built to requirements, SLOC or function points are used. Separate models are used for COTS and reused software (equivalent new lines).</td>
<td>Applications are built using templates using a variety of Web-based objects (html, applets, components, etc.). No agreement on size measure reached yet within the community.</td>
</tr>
<tr>
<td>Effort is estimated via regression formulas modified by cost drivers (plot project data to develop relationships between variables).</td>
<td>Effort is estimated via analogy using job costing practices and experience as the guide. Little history is available.</td>
</tr>
<tr>
<td>Schedule estimated using a cube root relationship with effort.</td>
<td>Schedules estimated using cube root relationships are an order of magnitude high.</td>
</tr>
<tr>
<td>Measurements from past projects are used to calibrate models to improve accuracy.</td>
<td>Measurements from past projects are used to identify estimating knowledge base.</td>
</tr>
<tr>
<td>Estimating models are used to perform quantitative what if and risk analysis. They are also used to compute ROI and cost/benefits.</td>
<td>Most what if and risk analysis is mostly qualitative because models don’t exist. ROI and cost/benefit analysis for electronic commerce remains an open challenge.</td>
</tr>
</tbody>
</table>

Note: Table is an adaptation of the author’s previously published work [8].

SLOC = source lines of code, COTS = commercial off-the-shelf, ROI = return on investment

Table 2: Web-Based Estimation Challenges

We have also developed the worksheet in Table 4 to show you how to use the information gathered on predictors along with function points to size a typical Web application. Using an actual Java program being developed for a Web portal as an example, the size estimate developed in Table 4 provides you with an indication of how big the program would be once fully developed. It uses the five groupings of predictors that we have discussed to develop weighted counts that allow us to size a Web application based upon its unique characteristics.

We have also empirically developed backfiring ratios to convert from Web objects to SLOC. If the example shown in Table 4 were done in Java, the 356 Web objects would be the equivalent of 11,392 source lines of Java code, assuming a conversion ratio of 32 Java lines per Web object. Backfiring is important to us because we plan to use a modified version of the COCOMO II early design model to estimate effort and duration.

The COCOMO II model uses SLOC as its underlying size metric. However, after much experimentation, we calibrated our new cost estimation model WEB model (WEBMO) using Web objects instead of SLOC. The reason for this was that such calibration improved our estimating accuracy by as much as 12 percent in two of our five application domains. However, to remain compatible with COCOMO II until we can calibrate all five domains, we plan to continue to use SLOC in our formulas. This may change in the future once we gather more data and can more precisely calibrate our estimating model.

A New Estimation Model

Having a realistic size metric is just the first step in developing a model for accurately
estimating Web application effort and duration. The mathematical issues associated with making such predictions need to be reconciled before such models are transitioned into use.

The major issue revolves around the schedule law used by the model. Analysis of data we have collected to date confirms that the equations can be expressed as regressions. However, the traditional cube-root relationship that exists between effort and duration in most estimation models does not accurately predict Web development schedules [16].

Dr. Barry Boehm of the University of Southern California has proposed a square-root relationship for small projects [17]. Larry Putnam has published several papers arguing that such relationships are accurately represented by a fourth power tradeoff law [18, 19]. Our initial data analysis reveals that a square-root relationship exists for Web projects. However, this mathematical relationship tends to breakdown when the number of Web objects exceeds 300. Therefore, the schedule law used in our model needs to be scaled accordingly.

To estimate Web project costs, we have developed the WEBMO cost model; its mathematical formulation is shown in Figure 1. As stated, this model is an extension of the COCOMO II early design model [20]. The WEBMO model was developed using a mix of expert judgment and actual data from 64 projects using linear regression techniques. It allows users to take the characteristics of Web projects identified in Table 1 into account via adjustments that they make to its cost drivers.

WEBMO's mathematical formulation builds on the COCOMO II model's extensive data analysis of more than 161 projects to address Web issues. We compute exponents for its effort and duration equations, P1 and P2, using the following five application domains: Web-based electronic commerce, financial/trading applications, business-to-business applications, Web portals, and information utilities. As shown in Figure 1, the WEBMO estimating equations for effort (in person-months) and duration (in calendar months) assume size is provided in Web objects. To predict duration, the model assumes a square root instead of a cube-root relationship between duration and effort for small projects.

The current version of the WEBMO estimation model differs from the original COCOMO II model by having nine instead of seven cost drivers and a fixed instead of a variable effort power law. While our goal is to be as compatible with COCOMO II as possible, we had to deviate because of observed colinearity between cost drivers when we performed our regression analysis. Such colinearity means that some of the cost drivers can not be assumed to be independent from others. In response, we have treated them and COCOMO's scale factors differently in our mathematical formulation.

The constants in the effort and duration equations and power laws for each of the five application domains that we have studied are summarized in Table 5. A brief explanation for each of the nine cost drivers used by the model is provided in Table 6 (see page 16). The values for the driver ratings used in the model are also provided in Table 6. Those interested in more detail on the model are referred to the WEBMO model definition manual that will be issued late this year. At that time, a version of this manual will also be made available at <www.reifer.com>.

As expected, the choice of value for the duration power law, P2, is based on the relative size of the application. For small applications less than 300 Web objects, the square-root relationship between effort and duration seems to hold (e.g., P2 = 0.5). For larger Web applications, the cube-root relationship should be used (P2 = 0.32).

The nine cost drivers replace those in the original COCOMO II model. Most represent combinations of the original factors in the early design version of the model. However, teamwork and process efficiency are new and different. They represent scale factors in the COCOMO II model that have been shown to have a statistical effect on Web estimation. However, instead of using them as power law factors in the effort estimating equations, we include them as effort multipliers to simplify the mathematics. Once we can verify the WEBMO calibration statistically using scale factors, we will revert back to the more standard version of the COCOMO II model.

Let us continue with the Java example we used previously for sizing a Web application. The 356 Web object count in Table 4 represents the size of the program that would be required for this Web application. If this were done entirely using the Java language, the program would take the equivalent of 11,392 SLOC to develop, test, and transition into operations using the Language Expansion

<table>
<thead>
<tr>
<th>Table 4: Web Object Calculation Worksheet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application Domain</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>Web-based electronic commerce</td>
</tr>
<tr>
<td>Financial/trading applications</td>
</tr>
<tr>
<td>Business-to-business applications</td>
</tr>
<tr>
<td>Web-based portals</td>
</tr>
<tr>
<td>Web-based information utilities</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5: WEBMO Parametric Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort = A Π ci (Size)^P1 i=1</td>
</tr>
<tr>
<td>Duration = B(Effort)^P2</td>
</tr>
<tr>
<td>Where: A and B = constants</td>
</tr>
<tr>
<td>P1 and P2 = power laws</td>
</tr>
<tr>
<td>cd_i = cost drivers</td>
</tr>
<tr>
<td>Size = # SLOC</td>
</tr>
</tbody>
</table>

Figure 1: WEBMO Estimation Equations
Factors (LEF) listed in Table 7. Please note that the values in this table differ from those currently endorsed by the International Function Point Users Group (IFPUG). We developed these numbers empirically using our Web applications database because the IFPUG numbers did not seem to be consistent with our current experience. This count includes the volume of work required to program Java scripts and beans on both the client and server, assuming that an appropriate Java environment were available for this distributed application.

The LEF factors are used to backfire between FP and SLOC estimates. The one convention that we impose on backfiring is that only languages in the same family can be used in conjunction with each other. For example, you would not mix C and C++ counts because their syntax and semantics are quite different. Our data indicate that there is a 10 percent to 40 percent error in counting when languages are mixed across language families. As noted, HTML and System Query Language (SQL) are considered 4GL and can be mixed using the conventions that we developed.

Why is backfiring to SLOC important? The COCOMO II model uses SLOC as the basis for all of its estimates. Therefore, conversion to SLOC is required to use this popular model out of the box.

Let us run WEBMO with all of its drivers set to nominal within the Web portal domain as an example. The effort estimate assuming size is 11.4 thousand SLOC is about 24 person-months, while the duration estimate is 5.0 calendar months assuming the cube-root relationship holds because size is greater than 300 Web objects.

For comparison purposes, let us run the early design version of the COCOMO II model out of the box with all of its cost drivers set to nominal. However, to use the model, we need to calibrate the scale drivers. We will assume the following values for these parameters:

- Precedence – largely familiar.
- Development flexibility – general goals.
- Architecture/risk resolution – often (60 percent).
- Team cohesion – basically cooperative.
- Process maturity – level 1 (upper half).

With these values, COCOMO II estimates the effort at 38.8 person-months during a period of 11.4 calendar months. “Which estimate is right?” you are probably asking. As expected, neither answer is right on the mark. The actual for this project was six people for four months. Clearly, the WEBMO formulas have better predictive accuracy for this project.

## Summary and Significant Research Findings

Estimating the cost and duration of Web developments has a number of challenges associated with it. To cope with these challenges, we developed new size metrics, Web objects, and an estimating model, WEBMO. We have also validated and calibrated the metric and model in anticipation of building potential products based upon them.

We prepared an initial calibration for WEBMO by combining expert opinion and actual data from 64 completed Web projects. Our goal is to improve the accuracy of our models by collecting data on at least another 30 projects during Phase II.

The following significant results/findings were outputs of our initial research efforts:

- We validated that Web objects have better predictive accuracy ($r^2$) than tra-
ditional function points when counted using conventions developed for that purpose. These counting conventions allowed us to extend the excellent work done by the IFPUG so that we can better handle the sizing of Web applications.

- We increased the statistical accuracy of our WEBMO estimating model from 30 percent of the actual experience at least 60 percent of the time (using a 32-project database of actuals) to 20 percent of the actual experience at least 68 percent of the time (using our expanded 64-project database of actuals).
- We validated that a square root instead of a cube-root relationship exists between effort and schedule for Web application projects whose size was less than 300 Web objects.

These results are substantial because they indicate that the Web objects and the WEBMO estimating model can help address the gaps in the estimating technology that we summarized in Tables 1 and 2.
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Table 7: Language Expansion Factors (LEF)

<table>
<thead>
<tr>
<th>Language</th>
<th>LEF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1GL default</td>
<td>320</td>
</tr>
<tr>
<td>C</td>
<td>128</td>
</tr>
<tr>
<td>2GL default</td>
<td>107</td>
</tr>
<tr>
<td>COBOL (ANSI85)</td>
<td>91</td>
</tr>
<tr>
<td>FORTRAN 107</td>
<td>107</td>
</tr>
<tr>
<td>PASCAL</td>
<td>91</td>
</tr>
<tr>
<td>3GL default</td>
<td>80</td>
</tr>
<tr>
<td>C++</td>
<td>53</td>
</tr>
<tr>
<td>Java for Web</td>
<td>32</td>
</tr>
<tr>
<td>LISP</td>
<td>64</td>
</tr>
<tr>
<td>ORACLE</td>
<td>38</td>
</tr>
<tr>
<td>Visual Basic</td>
<td>40</td>
</tr>
<tr>
<td>Visual C++</td>
<td>34</td>
</tr>
<tr>
<td>Web default — visual languages</td>
<td>35</td>
</tr>
<tr>
<td>OO default</td>
<td>29</td>
</tr>
<tr>
<td>EIFFEL</td>
<td>20</td>
</tr>
<tr>
<td>PERL</td>
<td>22</td>
</tr>
<tr>
<td>Smalltalk</td>
<td>20</td>
</tr>
<tr>
<td>Web default — OO languages</td>
<td>25</td>
</tr>
<tr>
<td>4GL default</td>
<td>20</td>
</tr>
<tr>
<td>Crystal Reports</td>
<td>20</td>
</tr>
<tr>
<td>Program generator default</td>
<td>16</td>
</tr>
<tr>
<td>HTML</td>
<td>15</td>
</tr>
<tr>
<td>SQL for Web</td>
<td>10</td>
</tr>
<tr>
<td>Spreadsheet default</td>
<td>6</td>
</tr>
<tr>
<td>Excel</td>
<td>6</td>
</tr>
<tr>
<td>Screen Painter</td>
<td>6</td>
</tr>
<tr>
<td>XML</td>
<td>6</td>
</tr>
<tr>
<td>5GL default</td>
<td>5</td>
</tr>
<tr>
<td>MATHCAD</td>
<td>5</td>
</tr>
</tbody>
</table>
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Estimating Software Earlier and More Accurately

David Garmus and David Herron
The David Consulting Group

Software practitioners are frequently challenged to provide early and accurate software project estimates. A U.S. government study on software development projects revealed the extent of that challenge: 60 percent of projects were over cost, and 45 percent of delivered projects were unusable. This article explores the use of a basic estimating model, which utilizes functional sizing as one of its key components. The primary value gained from utilizing a functional sizing technique such as function points is the capability to accurately estimate a project early in the development process.

Two issues are at the core of the estimation challenge. First, is the need to understand and define (as early as possible) the problem domain. Second, is the need to understand the capacity to deliver the required software solution within a specified environment. Then and only then can accurate predictions be made of the effort necessary to deliver the required product.

The problem domain can be defined as the definition of requirements. The problem domain must be accurately assessed in size and complexity. Furthermore, the ability to develop an initial estimate (early in the system’s life cycle) must exist since we cannot presume to have all of the necessary information at our disposal. Therefore, a rigorous process must exist that permits further clarification of the problem domain as additional knowledge of the required solution is gained.

The capability to deliver is derived from an assessment of risk factors that are known to impact rate of delivery.

An effective estimation model considers three elements: functional size, complexity, and risk factors. When factored together, the opportunity to achieve an accurate estimate is significantly increased (see Figure 1).

**Functional Size**

By far, the project-sizing technique that delivers the greatest accuracy and flexibility is function point analysis. Based upon several recent analytical studies performed for client organizations, the function point sizing method was compared with other sizing techniques, including backfiring from source lines of code, approximation, ratios, and estimation. The results concluded that the function point method consistently produced more accurate sizing of the software product.

As to its flexibility, the function point methodology presents the opportunity to size a user requirement regardless of the level of detail available. An accurate function point size can be determined from the detailed information included in a logical, user-defined requirements document or from the limited information provided in an early proposal.

The function point method is dependent upon the identification of five elements: inputs, outputs, inquiries, internal stores of data, and external references to data. During the early stages of development, these elements are exposed at a functional level. (For example, we know that we will generate an output report, although we may not know the detailed characteristics of that report.)

The first level of function point counting is to identify these five elements. As more information becomes available regarding the characteristics of these elements such as data fields, file types, and so on, the function point count will become more detailed. During the early phases of a count, it may be necessary to assume levels of complexity within the system (for example, whether the report will be simple or complex). The value of using function points is that it allows for this distinction and, in fact, requires it early in the process.

Function points accurately size the stated requirement. If the problem domain is not clearly or fully defined, the project will not be properly sized. When there are missing, brief, or vague requirements, a simple process using basic diagramming techniques with the requesting user can be executed to more fully define the requirements. Function points can be utilized early in the life cycle in conjunction with a context diagram or other diagramming devices such as mind maps or use case diagrams. The developed diagram is used to identify stated inputs, outputs, inquiries, internal stores of data, and external stores of data (see Figure 2). For an average-size project, hours (not days) are required to complete the diagramming and sizing task.

From the example in Figure 2, we can quickly identify, at a high level, the inputs, outputs, internal, and external files. At this level, we could easily assign average values of complexity and quickly determine a functional value that we would then use in our estimating model.

**Project Complexity**

The second element addressed in our estimation model is project complexity.
Project complexity must be properly evaluated and should consider the impact of various contributing characteristics that may influence the ease or difficulty in developing the required solution. In part, complexity level is evaluated as part of the function point methodology.

A value adjustment factor (VAF) is used as a multiplier of the unadjusted function point count to calculate the adjusted function point count of an application. The VAF is determined by identifying 14 general system characteristics (GSCs). Each characteristic has an associated description that helps in determining the degree of influence (of that characteristic). The degree of influence for each characteristic ranges on a scale from zero (no influence) to five (strong influence). The 14 GSCs are totaled to calculate a total degree of influence (TDI).

A VAF is calculated from the following formula: \( VAF = (TDI \times 0.01) + 0.65 \). When applied, the VAF adjusts the unadjusted function point count by \( \pm 35 \) percent to produce the adjusted function point count. Detailed guidance is contained within the International Function Point Users Group (IFPUG) Counting Practices Manual. Information on IFPUG can be found on their Web site at <www.ifpug.org>.

Each of the following 14 GSCs is evaluated and assigned a degree of influence between zero and five:
1. Data Communications: Describes the degree to which the application communicates directly with the processor.
2. Distributed Data Processing: Describes the degree to which the application transfers data among components of the application.
3. Performance: Describes the degree to which response time and throughput performance considerations influenced the application development.
4. Heavily Used Configuration: Describes the degree to which computer resource restrictions influenced the development of the application.
5. Transaction Rate: Describes the degree to which the rate of business transactions influenced the development of the application.
6. Online Data Entry: Describes the degree to which data are entered through interactive transactions.
7. End-User Efficiency: Describes the degree of consideration for human factors and ease of use for the user of the application measured.
8. Online Update: Describes the degree to which internal logical files are updated online.
9. Complex Processing: Describes the degree to which processing logic influenced the development of the application.
10. Reusability: Describes the degree to which the application and the code in the application have been specifically designed, developed, and supported to be usable in other applications.
11. Installation Ease: Describes the degree to which conversion from previous environments influenced the development of the application.
12. Operational Ease: Describes the degree to which the application attends to operational aspects such as start-up, back-up, and recovery processes.
13. Multiple Sites: Describes the degree to which the application has been developed for multiple locations and user organizations.
14. Facilitate Change: Describes the degree to which the application has been developed for easy modification of processing logic or data structure. In addition to the 14 GSCs, a project’s complexity assessment must take into consideration complex interfaces, database structures, and contained algorithms. These complexity factors impact the project delivery, and they do not serve as an adjustment to the function point count. The complexity assessment can be based upon five varying levels of complexity:

**Level 1:**
- Simple addition/subtraction.
- Simple logical algorithms.
- Simple data relationships.

**Level 2:**
- Many calculations, including multiplication/division in series.
- More complex, nested algorithms.
- Multidimensional data relationships.

**Level 3:**
- Significant number of calculations typically contained in payroll/actuarial/rating/scheduling applications.
- Complex, nested algorithms.
- Multidimensional and relational data relationships with a significant number of attributive and associative relationships.

**Level 4:**
- Differential equations typical.
- Fuzzy logic.
- Extremely complex, logical, and mathematical algorithms typically seen in military/telecommunications/real-time/automated process control/navigation systems.
- Extremely complex data.

**Level 5:**
- Online, continuously available, critically timed.
- Event-driven outputs that occur simultaneously with inputs.
- Buffer area or queue determines processing priorities.
- Memory, timing, and communication constraints.
- The most advanced applications developed.

**Risk Factors**

The capability to effectively deliver software on time and within budget is based upon a variety of risk factors. The third element in our estimating model is an evaluation of risk factors, including soft-
Figure 3: Factors That Influence Risk

Figure 4: Developing and Using a Historical Baseline

### Software Estimation

**MANAGEMENT**
- Team Dynamics
- Morale
- Project Tracking
- Project Planning
- Automation
- Management Skills

**DEFINITION**
- Clearly Stated Requirements
- Formal Process
- Customer Involvement
- Experience Levels
- Business Impact

**DESIGN**
- Formal Process
- Rigorous Process
- Design Reuse
- Customer Involvement
- Experienced Development Staff
- Automation

**BUILD**
- Code Reviews
- Source Code Tracking
- Code Reuse
- Data Administration
- Computer Availability
- Experienced Staff
- Automation

**TEST**
- Formal Testing Methods
- Test Plans
- Development Staff Experience
- Effective Test Tools
- Customer Involvement

**ENVIRONMENT**
- New Technology
- Automated Process
- Training
- Organizational Dynamics
- Certification

ware processes utilized, staff skill levels (including user personnel), automation utilized, and the influences of the physical (development conditions) and business environment (competition and regulatory requirements). Categorized in Figure 3 are some examples of influencing factors that must be evaluated to produce an accurate estimate.

As each project commences, the size, complexity, and various risk factors are assessed, and an estimate is derived. Initially, the resulting estimate would typically be based upon industry data that reflect average occurrences of behavior given a project’s size, complexity, and performance profile. Over time, as an organization develops a historical baseline of information regarding its own behaviors, performance profiles would reflect a more accurate representation of likely outcomes (see Figure 4). This information can be used to predict and explore what-if scenarios on future projects.

### Bringing It All Together

As an example of how the elements of the estimating model fit together, assume we are about to initiate a project that requires an enhancement to an existing system. The first step would be to fully understand the stated requirements and to evaluate those requirements from a functional perspective. Based upon our understanding of the functionality being added, changed, or deleted from the existing system, we would apply the function point method to determine the size of the requirements.

The function point method would consider all new or changed inputs, outputs, inquiries, interfaces, and internal stores of data. Based on a series of weights and algorithms, an unadjusted function point size would be derived. This unadjusted value would then be fine tuned by an examination of the 14 general system characteristics and value adjustment factors noted earlier. The result would equate to an adjusted function point value.

Let us assume in this example that the resulting function point size is 250 function points. This information alone tells us very little about what it will take to make the required changes to the existing system. We need to consider any additional levels of complexity that may inherently be part of the change required, and we need to assess our capacity to design, develop, and deploy a project of this given size.

Industry data indicate that an enhancement project of a given size would typically equate to a range of delivery rates. Considering our example’s size of 250 function points, we know from standard industry data that we could expect a delivery rate ranging from four to 25 function points per person-month. That is a wide range, which will of course be influenced by a variety of factors, including those previously mentioned.

To effectively complete the estimate (and our example), we must evaluate all of the risk factors that will influence the ability to deliver the required changes. If project data have been collected and analyzed for a statistically relevant period of time, performance profiles would be available that would pinpoint a likely outcome when we matched the current profile of risk factors to an existing profile.

In place of an internal historical base of information, organizations are dependent upon industry data sources. These sources of industry data will produce varied results relative to an organization’s actual experiences, but they are of significant value when there is little information available from within.

### Industry Data

Companies have not typically invested the resources to develop internal rate-of-delivery performance baselines that can be used to derive estimating templates. Therefore, industry data baselines of performance delivery rates are of significant value. The industry data points allow organizations to use these generic delivery rates to ballpark their estimates. As they continue to develop an experience base of their own, they can transition from using industry data to using their own data.

The International Software Benchmarking Standard Group (ISBSG) is one of several opportunities that currently exist for gathering, retrieving, and sharing industry data. ISBSG operates on the principle of a well-defined collection process that feeds a central repository, making the data available for detailed access and comparison to industry best practices. The advantage of industry databases is the accessibility of detailed data. Information on ISBSG can be found at <www.isbsg.org.au>.
Summary
Accurate and early estimating requires the following:
• Proper identification of the problem domain, including functional size and complexity.
• An assessment of the organization’s capacity to deliver based upon known risk factors.
• Use of industry data points as necessary to provide delivery rates or as a point of comparison.

As Robert Glass says in *Building Software Quality* [1], “If there is one management danger zone to mark above all others, it is software estimation.”

Furthermore, an investment in skills training and risk profile development is critical. Project managers must be equipped with the proper tools and techniques necessary to accurately estimate projects. The return on that investment is obvious to any organization that has misspent dollars because of inaccurate estimating.
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New Code Analyzes Fluid Flow for Better Designed Aerospace Vehicles and Components

Dr. Greg D. Power
Sverdrup Technology, Inc. AEDC Group

This article describes the Wind Computational Fluid Dynamics code developed by the National Project for Applications-Oriented Research in Computational Fluid Dynamics (NPARC) alliance, a formal partnership between the U.S. Air Force Arnold Engineering Development Center and the NASA Glenn Research Center. The project was nominated to CROSSTALK in its 2001 search for the top five software projects in the U.S. government. It received high scores by the Software Technology Support Center review team. The NPARC mission was to develop, validate, and support an integrated, general purpose computational flow simulator for the U.S. aerospace community that can be used to analyze fluid flow to better design and develop aerospace vehicles and components.

The Wind Computational Fluid Dynamics code was developed to analyze fluid flow to better design and develop aerospace vehicles and components. This was the primary software product developed by the National Project for Applications-Oriented Research in Computational Fluid Dynamics (NPARC) alliance, a formal partnership between the U.S. Air Force (USAF) Arnold Engineering Development Center (AEDC) and the NASA Glenn Research Center (GRC).

The NPARC mission was to develop, validate, and support an integrated, general purpose computational flow simulator for the U.S. aerospace community. The NPARC project’s success is exemplified by its large number of registered users from government, industry, and academic organizations during the past three years. In addition to AEDC and GRC, other government, commercial, and academic organizations participated in the planning and execution of the project. One of the primary contributors was The Boeing Company.

The Wind code solves the Navier-Stokes equations using a variety of iterative algorithms. The flowfield can be two-dimensional, three-dimensional, or axisymmetric and may represent steady or unsteady flow conditions. Turbulence is simulated using a variety of turbulence models, and the convection, dissipation, and reaction of chemical species can be modeled. A variety of numerical algorithms are available to integrate the flow equations depending on user accuracy requirements. The solution domain may be divided into multiple zones, each of which is transformed into cubic regions in the computational space.

The code has been applied to a variety of systems, including air-breathing engine inlets and nozzles, liquid and solid propellant rocket propulsion systems, full aircraft systems, missile control systems, test cell and wind tunnel aerodynamics, and supersonic vehicles. Computational fluid dynamics has become a major contributor to the design and test process for Department of Defense (DoD) weapons systems by allowing the flow around and through systems to be evaluated before costly designs become reality. The result is significant reduction in the overall cost and cycle time of the acquisition process.

Wind Code Specifics

The NPARC alliance consists of diverse organizations across a large geographical area. These organizations perform first-rate operations coordinating configuration management, development efforts, code distribution, and user support. To facilitate this coordination, the NPARC project developed an Internet Version Management System (IVMS) to provide centralized support for multisite, multiformat software distribution and development.

With IVMS, files are provided to users and developers for each major release. This browser-based system allows developers to log into the system, check out a software module, modify it, and insert it back into the system. IVMS prevents other developers from simultaneously updating the same module. IVMS also allows users to have immediate access to the latest code versions from a protected file transfer protocol (FTP) site.

The Wind code is written in FORTRAN90 and C and includes excellent code reuse examples from the individual efforts of the USAF AEDC, NASA GRC, and The Boeing Company. Excluding libraries maintained by other organizations, the Wind program consists of 160,000 lines of FORTRAN90 code and 18,000 lines of C code. There are also 29 auxiliary programs used for processing. Altogether, these utility programs contain about 240,000 lines of FORTRAN90 code and 75,000 lines of C code.

Documentation is provided on the Wind code and its associated utilities in HTML, PDF, and PostScript formats. The documentation is extremely detailed and constantly updated to reflect changing capabilities and to clarify descriptions of existing capabilities. Developer documentation is also provided on the Web, but is accessible only to registered developers. This documentation consists of information on code structure, memory management, and details on specific modules. During the last year, this Web site has handled, on average, approximately 30,000 user inquiries per month. The documentation and other Web-based information can be accessed at <www.arnold.af.mil/nparc>.

NPARC software is developed primarily in a Unix environment, and it runs on a multitude of platforms, including systems using SGI IRIX, Sun Solaris (Sparc CPUs), Linux (Intel-compatible CPUs), and Hewlett-Packard HP-UX (PA-RISC CPUs). The code has been ported to and used on most major systems at DoD’s Major Shared Resource Centers.

Wind Code Application and Operation

The Wind code can run in parallel on a network of workstations or a large multiprocessor machine using either message passing interface (MPI) or parallel virtual machine (PVM) protocols. To run in parallel, the user creates a multi-processor control file containing a list of hosts on which to run. The Wind run-scripts set up an entire virtual machine environment. The scripts check the remote machine to see whether it is overloaded before adding it to the virtual machine. This prevents the job from waiting for the overloaded machine to complete its tasks.

The parallel methodology used is a
master-worker paradigm, where the master controls the work allocation and communications between the workers. The master assigns a grid block to each worker as it completes work on the previous grid block. This approach results in excellent load balancing, provided there are sufficiently more grid blocks than worker processes. Worker-to-worker communication is allowed to improve the overhead for exchanging zonal interface information.

To ensure product quality, a developer's programming approach must be discussed with other developers and approved before implementation. Before modifying any modules through the IVMS, developers must have their work checked by at least one other developer at another organization. A description of the modification and the name of the individual who checked the work must be entered into the IVMS.

To aid in quality assurance, a validation Web site is maintained containing numerous test cases with experimental data for comparison. The Web site contains all of the files and input data required to reconstruct a test case. All output files are also available. When modifications are made to the code, the test cases on this site are used to validate that the modification operates as expected.

A set of standards documents was developed as one of the project's first tasks. A document describing programming guidelines provides a set of required programming practices. A document describing documentation guidelines provides a description of all NPARC documentation and the information required to document new features. Finally, a document describing testing standards provides guidance on procedure, documentation, and achievement of validation and functional testing.

Each year, key customers and the alliance partners hold a NPARC workshop to identify customer and user needs. The NPARC support team is also available year round via a dedicated e-mail address and phone number. User-identified bugs are handled on a priority basis and the modified code is made available to the user community as soon as the bug is fixed.

**Project Performance**

The NPARC project is an ongoing development effort geared to rapidly respond to customer needs, which require frequent schedule modifications as the environment shifts. Recently, AEDC completed a three-year High Performance Computing (HPC) Modernization Office effort under the Common HPC Scalable Software Initiative (CHSSI). CHSSI milestones, including improved parallelization and usability, were established and were exceeded in most cases. In 1999, the project received an Honorable Mention in the NASA Software of the Year Award competition.

The NPARC project places a huge emphasis on supporting the aerospace community, which is confirmed by the projects’ large following. The code has been requested by more than 275 organizations in the past three years. User organizations include 42 DoD organizations, 21 government organizations, 149 commercial companies, and 61 universities. The customers are primarily associated with aerospace design and testing, although there are users associated with other industries. By supporting a large number of users, the United States' principal aerospace organizations (USAF and NASA) benefit greatly from the code's exposure to unforeseen situations as it is applied to configurations and flow conditions that are not normally encountered within a single organization.

This project demonstrates a new way of doing software development in general and governmental software development in particular through the coordinated development efforts between NASA, DoD, and industry organizations using Internet-based tools. The NPARC product is a true government off-the-shelf success story. The unique development environment allows each organization to leverage the high cost of program development with other organizations. Usually, a development effort of this nature requires investments from $1 to $2 million annually to adequately maintain and support the software tools. By leveraging resources, no single organization must invest more than $500,000 while reaping the benefit of the entire investment. The ultimate beneficiary of these products is the U.S. taxpayer, through prudent cost sharing among government agencies and leveraging resources with commercial and academic partners.

This leveraging also provides the aerospace community with a first-class free product and a greater ability to share data and produce technological advances for the United States. The involvement of commercial organizations in the utilization, planning, and execution of the software development helps to ensure that the United States maintains worldwide economic and military superiority.

More information on all aspects of the NPARC project may be found at [www.arnold.af.mil/nparc](http://www.arnold.af.mil/nparc).

**Conclusion**

The Wind code is a computational fluid dynamics software package used within the government and industry to analyze fluid flow to better design and develop aerospace vehicles and components. This software is jointly developed by the NPARC Alliance, a consortium of partners in the DoD, NASA, and industry, through Internet version management tools and disciplined coordination. While joint development of software is a significant challenge, the NPARC Alliance has demonstrated that a multi-site software development effort can result in a high-quality product and development cost savings.

### Additional Readings


### About the Author

Greg D. Power, Ph.D., is a team manager and engineering specialist with Sverdrup Technology, Inc. at the Arnold Engineering Development Center in the Computational Simulation, Modeling, and Analysis group. His responsibilities include the development and application of computational fluid dynamics analyses for use in design of experimental facilities and integrated test and evaluation of aircraft components. He received his doctorate degree from the Georgia Institute of Technology.

Sverdrup Technology, Inc.  
AEDC Group  
740 Fourth Street  
Arnold AFB, TN 37389-6001  
Phone: (931) 454-5832  
DSN: 340-5832  
E-mail: greg.power@arnold.af.mil
Measuring Calculus Integration Formulas Using Function Point Analysis

Nancy Redgate
American Express Risk Management

Function point counters, software developers, and others occasionally need to measure the size and complexity of calculus integration formulas embedded in engineering and scientific applications. Sizing these formulas using function point analysis can result in more accurate measures of application size and improved quality in forecasting costs, schedule, and quality. It can also improve the confidence of those new to the function point methodology as they see that all of their calculus work is recognized and measured. This article shows an approach to sizing these formulas. This methodology is in full compliance with the International Function Point Users Group procedures and does not require any additional counting rules or patches.

Measuring Calculus Integration Formulas

Function point counters, software developers, and others occasionally need to measure the size and complexity of calculus integration formulas embedded in engineering and scientific applications. Sizing these formulas using function point analysis can result in more accurate measures of application size and improved quality in forecasting costs, schedule, and quality. It can also improve the confidence of those new to the function point methodology as they see that all of their calculus work is recognized and measured. This article shows an approach to sizing these formulas. This methodology is in full compliance with the International Function Point Users Group procedures and does not require any additional counting rules or patches.

Description of an Algorithm

An algorithm is a series of equations solved in a logical sequence to produce an external output (EO). Real-time software sometimes contains embedded algorithms. Examples of these can include algorithms for controlling a nuclear reactor, calculating complex pricing agreements, or optimizing production levels in manufacturing. Calculus integration formulas fit this description of an algorithm because, as we will show, their solution requires solving a series of equations in a logical sequence before a solution can be reached.

Every algorithm must have one external input (EI), internal logical file (ILF), and EO with at least the following:

- Data and/or control information must be externally input into the algorithm.
- The results of the algorithm’s execution must be identifiable to the user as an EO.

Integration Formulas as Algorithms

Let us consider the following as an example for using function point analysis to measure integration formula size and complexity.

\[ \int_{4}^{10} 6 \, dx \]  

The solution of this formula can be expressed as the area under the curve \( f(x) = 6 \), as bounded by the x-axis, and

\[ F(a), \text{ or } F(10) - F(4) \]  

**The authors suggest that ... [those] in mathematical academia or those with strong mathematical skill sets can further this theory.**

- Data and/or control information must be logically stored. This storage area is not necessarily shown on an entity relationship diagram or other diagram depicting physical data files.
- The results of the algorithm’s execution must be identifiable to the user as an EO.

The Fundamental Theorem of Calculus gives us the algorithm to determine this area. The general formulation of the theorem is as follows.

\[ \int_{a}^{b} f(x) \, dx = F(b) - F(a) \]  

In this example, this formulates as follows.

\[ \int_{4}^{10} 6 \, dx = F(10) - F(4) \]  

This algorithm can be solved graphically. First, calculate the area of the shaded region in Figure 2. This is the region bounded by the points \((0,0), (10,0), (10,6), \text{ and } (0,6)\). This is \( F(b) \), or \( F(10) \), and its area is 60 square units.

Then, calculate the area of the striped region in Figure 3. This is the region bounded by the points \((0,0), (4,0), (4,6), \text{ and } (0,6)\). This is \( F(a) \), or \( F(4) \) and its area is 24 square units.

Finally, subtract the striped region from the shaded region. This is \( F(b) - F(a) \) or \( F(10) - F(4) \). The remaining shaded region is shown in Figure 4. Its area is 60 - 24, or 36 square units.

Measuring Size and Complexity

**Counting the ILF**

Sometimes an ILF is often identified with a physical data table. Here we need to be more specific. According to the IFPUG’s CPM, an ILF is “... a user identifiable group of logically related data or control information maintained within the boundary of the application.” In mathematical terms, we suggest that an ILF could be described using the follow-
Counting the DETs

The integration formula tells us how to partition the Cartesian plane into the areas F(b) and F(a). Let us recall the formula.

$$\int_4^{10} 6 \, dx = 4$$  \hspace{1cm} (4)

The ILF is the region of the Cartesian plane bounded by the f(x) on the north side, the x-axis on the south side, x = 10 on the east side, and x = 0 on the west side. The solution RET is bounded by x = 4 on the west side. This gives us the information we need to count this formula's DETs.

- The first DET is f(x), the northern boundary of the ILF. In this case, the DET is six.
- The second DET is dx, which tells us that the integration is with respect to x and is therefore bounded in this case by the x-axis on the southern side.
- The third DET is 10, which gives us the “b” in F(b).
- The fourth DET is four, which gives us the “a” in F(a).

Therefore, this ILF has three RETs and four DETs. According to the CPM complexity matrix, this is a low complexity ILF and is worth seven function points. To generalize this method, we suggest the following key points shown in Figure 5.

- The shaded area on this graph represents an ILF. It is “... a user identifiable group of logically related data or control information maintained within the boundary of the application.”
- The RETs are the “blocks” or areas needed to graphically depict F(b), F(a), and F(b) - F(a).
- The number of DETs represents the instances of data and/or control information to define the solution area F(b) - F(a).
- This ILF does not appear in an ER diagram.

Counting the EI

The solution to Equation 1

$$\int_4^{10} f(x) \, dx (4)$$

One can imagine a simple report with the solution of the integration formula calculations – perhaps a paper report that looks like this.

<table>
<thead>
<tr>
<th>f(x) =</th>
<th>dx or dy</th>
<th>b =</th>
<th>a =</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

There are four DETs as stated, plus the control information ENTER key to affect the input process. There is one ILF being referenced (File Types Referenced [FTR]), which is the graph of Figure 5. The CPM complexity matrix shows that an EI with four DETs and one ILF is a Low complexity EI worth three function points.

Counting the EO

Imagine a simple report with the solution of the integration formula calculations – perhaps a paper report that looks like this.

The solution is

In this case, there is one DET on the report, and one FTR – the graph of Figure 5. Therefore, the CPM complexity matrix is used to show that this is a Low EO worth four function points.

Figure 5: Equation 1’s Internal Logic File
Other Examples and Their Solutions

Consider taking a function point count of the following integration formula.

\[
\int \frac{x^2}{4} \, dx \quad (5)
\]

In principle, this formula’s ILF is counted the same way as the previous example. There are four DETs (\(x^2, dx, 10,\) and 4). There are three RETs in the ILF (F(10), F4, and F(10) - F(4)). This is a low complexity ILF, worth seven function points. We assume that the EI input screen and EO are similar to the first example, so the total unadjusted function point count is 14.

Consider a slightly different formula.

\[
\int \frac{(x^2 - x)}{4} \, dx \quad (6)
\]

We count the function points using the same logic.

The solution to this formula requires us to break it into two parts. We first use the Fundamental Theorem of Calculus to find the following:

\[
\int (x^2) \, dx \quad (7)
\]

Then we subtract from it the solution to the second part.

\[
\int (x) \, dx \quad (8)
\]

This ILF therefore contains six RETs – three regions from the first part and three regions from the second part. There are four DETs needed to solve the first part (\(x^2, dx, 10,\) and 4) and four to solve the second part (\(x, dx, 10,\) and 4). Therefore, this ILF of six RETs and eight DETs is an average complexity ILF worth 10 function points.

One point needs to be clarified here for the advanced function point counter. Even though the \(dx, 10,\) and four might appear to be counted twice in this ILF, this does not violate the CPM rule that each DET must be unique. They are actually unique here because the Fundamental Theorem of Calculus must be executed twice – once for each part. Each instance of \(dx, 10,\) and four must be used in order to solve the formula.

Finally, consider this formula.

\[
\int \frac{3x}{4} \, dx \quad (9)
\]

The solution to this requires first simplifying to the following.

\[
\int \frac{3}{4} x \, dx \quad (10)
\]

This formula’s ILF still has its three RETs, but its DET count increases from four to five. This is because the solution area of the following is multiplied by three.

\[
\int \frac{3}{4} x \, dx \quad (11)
\]

Further Notes for Function Point Counters

The above examples were intended to be simplistic to illustrate the procedure. In more complex cases, we might want to consider whether, for example, there is an add, change, and delete capability associated with the EI. If so, count up to three EIs accordingly (one for the add capability, one for the change capability, and one for the delete capability.) The EO may be more complex, or several EOIs might be required. There might be an EQ capability to view what data and control information is currently in the ILF. Finally, an external interface file could be involved.

If an integration formula can be formulated in several ways, extend the concept of the elementary process and choose the smallest unit of activity meaningful to the user. For example, perhaps choose the ILF formulation having the smallest number of RETs.

Algorithms may influence the general systems characteristics. You may need to check, for example, the following:

- **GSC5** Online Data Entry.
- **GSC8** Online Update.
- **GSC9** Complex Processing.
- **GSC14** Facilitate Change.

Areas for Future Research

The authors suggest that readers in mathematical academia or those with strong mathematical skill sets can further this theory. The authors suggest that a variety of integration techniques can be counted and that research should be conducted to expand this methodology.

Conclusion

Function point analysis can be used to measure the size and complexity of algorithms in general, and integration formulas in particular. Advanced function point counters need to recognize all algorithms in the software they count, to include...
those embedded integration formulas. The IFPUG function point methodology can be used to measure the size and complexity of these integration formulas without the need for additional patches or counting rules.
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WEB SITES
Software Cost Estimation Web Site
www.ecfc.u-net.com/cost/index.htm
The Software Cost Estimation Web site presents a review of current cost estimation techniques to help industry and academia choose the appropriate methods when preparing software cost estimates. The site covers both traditional and state-of-the-art methods identifying advantages and disadvantages of each and the underlying aspects in preparing cost estimates. The site also provides links to other software cost estimation sites that are involved in this area and details the research that has been undertaken at Bournemouth University.

International Function Point Users Group
www.ifpug.org
The International Function Point Users’ Group (IFPUG) is a non-profit organization committed to increasing the effectiveness of its members’ information technology environments through the application of function point analysis (FPA) and other software measurement techniques. IFPUG endorses FPA as its standard methodology for software sizing and maintains the “Function Point Counting Practices Manual,” the recognized industry standard for FPA.

Practical Software and Systems Measurement Support Center
www.psmsc.com
The Practical Software and Systems Measurement (PSM) Support Center is sponsored by the Department of Defense (DoD) and the U.S. Army. It provides project managers with the objective information needed to successfully meet cost, schedule, and technical objectives on programs. PSM is based on actual measurement experience with DoD, government, and industry programs. The Web site also has the most current version of the PSM Guidebook.

The Software Productivity Consortium
www.software.org/default.asp
The Software Productivity Consortium is a nonprofit partnership of industry, government, and academia. It develops processes, methods, tools, and supporting services to help members and affiliates build high-quality, component-based systems, and continuously advance their systems and software engineering maturity pursuant to the guidelines of all of the major process and quality frameworks. Its Technical Program builds on current best practices and information technologies to create project-ready processes, methods, training, tools, and supporting services for systems and software development.
Software Estimation: Perfect Practice Makes Perfect

David Henry
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Accurate software estimation has long been a headache for software developers. Much of the problem stems from lack of estimation training and practice. This article is the result of the author’s in-the-trenches experimentation with different estimation training methods and is intended to give practical advice to managers or technical leads who wish to initiate a software estimation process in their organization.

Software estimation is a difficult problem. Some have called it a black art. How does one go about learning this black art? Actually, it is not as exciting as it sounds: It takes practice and hard work. Unless developers get regular practice doing estimation work, improvement will be difficult. My son’s karate instructor shouts his philosophy about practice at the end of each karate session: “Practice doesn’t make perfect! Perfect practice makes perfect!”

Most software developers do some estimation work, but many are not trained to do it properly. Regular estimation work with feedback gives the developer the opportunity to improve his/her estimation skills. This article presents a few ideas about how to involve software developers in the estimation process. The techniques presented are being used at the author’s organization with some success; result data will be presented later in the article.

**Why Software Projects Are Poorly Estimated**

There are many misconceptions among software developers about software estimation, which leads them to create poor estimates. The first thing a software developer should understand is what an estimate really is: estimates are probability statements. For example, if a developer believes that he/she has an 80 percent chance of completing a project in nine months (see Figure 1), but his/her manager says it has to be done in seven months, what just happened?

By moving the completion date arbitrarily, the manager has just reduced the probability of on-time completion to 25 percent (assuming no other parameters are changed). This was probably not the manager’s intention. Most people would probably feel very uncomfortable if they knew the project they were responsible for only had a 25 percent success probability. They would most likely make a vigorous effort to move the completion date back. By understanding and teaching the concept of estimates as probabilities, engineers can make a better defense of their estimates.

Software engineers should also understand the difference between target setting and estimation. Target setting is when a completion target is set because of some external dependency, such as a conference or fiscal year, and the engineer has to figure out how to meet that target. True estimation must be based on an analytical foundation with an estimation process that is not open to debate. The estimation process should be a black box with inputs of requirements, resources, etc., which generate the estimate (see Figure 2).

Inputs are independent variables and the output is a dependent variable. For example, if the manager wants to shorten the schedule, he/she must experiment with different inputs: adding more resources to the project or reducing the functionality of the end product. A defined estimation process is critical to any organization that desires repeatable, consistent, and quality estimations.

Another common problem is that the estimation task itself is often not scheduled as part of the project. This leads to what is known as off-the-cuff or best-guess estimates (or euphemistically as expert judgment) that most developers at one time have done and later regretted. It can be difficult to justify the importance of estimation work when there is a lot of pressure to start working on project deliverables.

The estimation work at the outset of a project is really just the tip of the iceberg: Creating infrastructure and the culture to collect and analyze metrics and other estimation inputs throughout the project can take a lot of organizational discipline and work. It is easier to use personal memory of past projects than to gather and analyze historical data. However, creating estimates from personal memory alone is a proven cause of cost and schedule overruns [1].

Is a high level of estimation accuracy even possible early in the project? The answer is, “It depends” (more about this later). In a less mature software organization, there are usually too many unknowns at the beginning of a software project to estimate the following with high precision and accuracy: Which technology will be used? How long will it take to learn it? What if it doesn’t work as advertised? The list goes on and on. The author has been involved in many projects where project milestones are all mapped out at the beginning of the project (before critical decisions have been made) with pinpoint precision. This false precision gives the impression that the estimates are also accurate.1

With so many unknowns, estimating software can be like peering into thick fog. One can see things that are near pretty clearly and estimate their distance.
Objects farther away can only be dimly seen or not seen at all. How accurate can distance be estimated when the traveler has no map and cannot see the goal, but is relying on memory only? Early estimates should be presented in a way that expresses this potential inaccuracy. For example, the author has attended meetings where managers presented all completion estimates to the day (even long-term estimates). Once when one of these estimates was being presented (which was still over a year away), the question was asked, “Do you want the project completed at 10 a.m. or 11 a.m.?” That manager got the message and now gives all estimates farther than three months away in quarter precision, e.g., first quarter of 2002. Treating early estimates for what they are takes a lot of unnecessary pressure off the developers. Of course, estimates can and should be revised as the project progresses, since the end can usually be more clearly seen the closer it gets.

Now to explain the answer given earlier, “It depends.” There are some software projects that are estimated with high precision and accuracy. If an organization has a tuned estimation process, metrics gathering, risk management, and other necessary processes in place, highly accurate estimates are certainly possible. The fog of project unknowns will bother this type of organization less. Its trained engineers have created an organization-specific map of the software development terrain and can more easily navigate around roadblocks. There are other situations where high accuracy can be obtained even with a less mature organization: projects where the engineering team has high familiarity with the domain and small non-complex projects.

Where to Start

Before proceeding to educate developers about software estimation, it is instructive to find out how skilled at estimation they are. Some people have a knack for the basic skill of estimating, and others need more practice. Try taking Jon Bentley’s estimation quiz [2]. When taking the quiz, instruct the engineers to fill in upper and lower bounds that give one an 80 percent chance of including the correct value. If the engineer scores poorly, this is a chance to remind him/her to read requirements more carefully. The whole point of taking an estimation quiz before getting down to the nuts and bolts of estimating is to establish the before state, so the engineer can track his/her improvement at basic estimation skills.

The logical place for the engineer to do estimation work is within the scope of the organization’s estimation process. If no estimation process exists, get one in place first. Defining the estimation process is outside the scope of this paper, but some online resources are given later.

Create a Feedback Loop

Developers need to keep track of their own day-to-day estimates to estimate accurately in the small. Estimation in the small is a different problem than estimation in the large, but it is an easier problem that should be tackled first. Most engineers will not need to do much estimating in the large unless they are technical leads or managers, so this paper will not address its unique problems.

Recently we interviewed a candidate for a software development position, and asked him how he liked to be managed. He replied: “I write embedded code for devices. Here’s how it works — a sensor reads a device, providing input to the program, which then modifies the output to the device. The sensor repeatedly gets new values from the device, which allows the program to guide the device until the sensor detects values in the correct range. This means that the device is operating at the proper level.”

He was describing a feedback loop, which is how he liked to be managed (with the manager as the program and the employee as the device). When managing people, a self-directed feedback loop is even better, which mostly takes the manager out of the picture. We have implemented such an embedded controller in our organization.

We have created an estimation spreadsheet that contains estimates for tasks in the product requirements. (The spreadsheet is available at <www.burgoyne.com/~henryd/estimation>.) At the beginning of each week, the engineer enters estimates for the week’s work and the actual amount of time the task from the previous week had taken. This is the essential idea, and it only takes a few minutes per week. The spreadsheets are checked into our source code repository, so anyone can see others’ spreadsheets.

The spreadsheet contains some simple formulas to allow the engineer to see at a glance how close his/her estimates are to reality. Since it is a spreadsheet, it can also be easily modified to suit different needs, and charts or graphs could be added. The manager can see who is currently working on what and how well the engineer is doing at estimation.

There are certainly other ways of keeping track of what work is currently being done, but this solution is lightweight and does not require expensive or custom software. The main point is that the engineer should be teaching himself to estimate by practicing estimation on a regular basis and seeing the accuracy and results of those estimates.

There are a few caveats, however. As with any metrics gathering, it is best to explain at the outset that the gathered information will not be used against the employee (e.g., in reviews). Otherwise, engineers may fudge the numbers, rendering the data useless. We have found it useful to only enter time spent on the actual task, not including interruptions, personal time, etc. Because of this, the estimation spreadsheet does not differentiate between actual and elapsed task time. Elapsed time is the time between the start and finish points of a task (including interruptions and time spent on other tasks), whereas actual time is the time spent only on the task. We felt that elapsed time was more of a scheduling issue and did not belong in a tool used only for estimation purposes, although other organizations may see this issue differently. In any case, standardizing the metric helps simplify the process.

The tasks themselves should be small tasks of three days or less in size. This will force the developer to think about the details of the task, and the estimation should therefore be more accurate when broken into smaller pieces. For example, if a large task estimate (30 days) is underestimated by 50 percent, the estimation error will be larger than if the same task is broken into 10 smaller three-day tasks. It is unlikely that all 10 tasks will be underestimated by 50 percent: some will be underestimated and some overestimated, which will tend to cancel the estimation errors and produce a better overall estimate.

The developer should give three estimates: worst case (pessimistic), best case (optimistic), and most likely. When asked to give single-point estimates, many developers will simply provide best-case
estimates. Giving all three estimates will reveal such tendencies.

Our estimation spreadsheet has been in use for approximately eight months at the author's organization by engineers with little or no previous formal estimation practice. Before attempting any work-related estimation, all engineers involved in the project took the estimation quiz mentioned previously and scored poorly. During the first month of use, the average percent differences between estimates and actual task completion times were about 75 percent, and the variance in the group was quite large: 25 percent to 150 percent. By the third month of use, the average percent differences for the month had dropped to about 35 percent, with the greatest improvements among engineers who had never before given estimates in such detail. The average differences had stabilized to about 25 percent after six months, which may be the best average results to be obtained by this method.

Comments from the engineers suggest that the most useful feature of this method is the estimation history contained in the spreadsheet, which assists the engineer's memory when creating new estimates. Other comments suggest that this process helped the participants properly size lower- and upper-estimate bounds (shown as best- and worst-case estimates in the spreadsheet). This lightweight method seems to work best as an introduction to software estimation. If the organization wishes or needs better estimation accuracy, this method can be modified or discarded for a more rigorous method once the software team gains some estimating skill.

Use Group Estimation Processes

When making project estimates, get everyone's head into the game by using group estimation techniques. Wide band Delphi is a popular formal technique [3]. For those who prefer less formal methods, estimates can be made separately by members of the group and then averaged. This tends to have a conservative effect on the estimate. The wide band Delphi technique is good for groups with strong personalities because of its anonymous estimations. If strong personalities are not a problem, try reaching group consensus, but do not vote to overrule someone who may have a valid point.

We use another spreadsheet to aid our group estimation process. By first decomposing our project by requirement into modules/classes, each engineer separately estimates the size of each module in lines of code (LOC). In order to estimate size, we use estimation by analogy. For example, on a past project five new forms were to be added to the graphical user interface. By counting the LOC per form from the most recent project, it was fairly easy to compare new forms with previously built forms and estimate how many LOC the new forms would contain. After estimating separately we met, and our estimates were surprisingly similar. We discussed differences, which were mostly different assumptions about the requirements. We found this an effective way to create consensus that leads to a sense of estimation buy-in among the team.

Lessons Learned

The following lessons learned are suggested for best results:

• Do not rush estimates. Take the time to define and use a formal estimation process.
• Integrate regular estimation work into organizational processes.
• Use group estimation techniques, allowing team members to learn estimation techniques from one another.
• Gather estimation measurements and use them in future estimation efforts.
• Avoid off-the-cuff estimates. Managers should not be tempted to demand these types of estimates. Developers should resist giving an estimate until a detailed analysis of the problem has been made.
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2. The estimation quiz is available online at <www.cs.bell-labs.com/cm/cs/pearls/quiz.html>.

Free Estimation Software

• COCOMO. Requires knowledge of COCOMO II. <http://sunset.usc.edu/research/cocomoi>.
• Cosmos. Requires knowledge of COCOMO II. <www-cs.etsu.edu/softeng>.
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The room is full of tension. White boards are plastered with convoluted notes etched in multi-colored dry erase ink. Walls are awash with diagrams (affinity, fishbone, entity relationship, and state), charts (flow, Pareto, PERT, and GANTT), structures (breakdown, and state), charts (flow, Pareto, PERT, and state), and lists (personnel, resource, and equipment). Coffee is cold, tempers hot, discussion long, forbearance short, donuts fresh, and ideas stale.

This quotidian scene subsists in software war rooms far and wide. At the advent of a new customer, project, or requirement, managers marshal troops to answer two very elusive questions: how long and how much? These simple questions set in motion conjecture, machination, negotiation, and arm wrestling that would nauseate Johnny Cochran. For all our vaunted powers of rationcination, software engineers tend to be a fickle lot when it comes to estimation. Why?

Being masters of our domain and desiring to be worthy of the vaunted title of engineer, we ignore the fact that our estimates are inherently subjective. For the past decade, software's leitmotif is that software development is analogous to industrial manufacturing. The analogy hints that software construction can be shaped into a repeatable process where programmers are cogs in a Fredrick Taylor production line. While similarities exist in some areas of software development, estimation is not one. The theory cloaks the software estimation process with a farrago of formal notation and hints at objectivity.

In manufacturing, repeatable and codified processes lead to objective measures and estimates. Software development, on the other hand, is an intrinsically creative activity that differs each time code is manufactured. What you composed on your last project rarely translates objectively to your subsequent project. It resembles Bob Fosse's choreus line more than Fredrick Taylor's production line.

Before the maturity pundits kvetch like contumacious sports stars to impugn my opinion, let me explain. I concur that mature organizations are using repeatable processes, but I contend that the complexity of each project varies. In developing software for the F-16 Head-Up-Display, I used the same process and techniques to construct the "Altitude Low Warning" module and the "Enhanced Envelop Gun Site" module. Yet the complexities involved in constructing those two components were about as close as Bill Gates and Larry Ellison. Bollinger elaborates this point in his IEEE Computer article “The Interplay of Art and Science.”

Variation in complexity, which is difficult to objectively measure, dominates a software project estimate. Consequently, estimating software is unavoidably subjective. Therefore, as we estimate our projects, instead of emerging as the professor of estimation we end up more like Gilligan.

Second, we prefer precision to accuracy. Software engineers favor specific single-value estimates, which are certain to be wrong, over a range of values that have a high probability of enclosing the correct estimate. This concept should not be foreign; we use it all the time. When a spouse asks what time we will be home, we always give a range because we know that if we answer 4:12 p.m. and waltz in at 4:15 p.m., we are sleeping on the couch.

Then there is the Pygmalion effect? From Greek mythology, Pygmalion was a king of Cyprus who carved and then fell in love with a statue of a woman. Psychologists Robert Rosenthal and Leonore Jacobson attached Pygmalion's name to the observation that when evaluating something, the evaluator is hardly neutral, and the evaluator's expectations influence the evaluation.

This was personified eloquently in Bernard Shaw's play "Pygmalion" in which phonetics professor Henry Higgins tutors a Cockney flower girl, Eliza Doolittle, in the refinement of speech and manners. For those who avoid the theatre you may have caught the story in the musical “My Fair Lady?”. If you are still not with me, join the theatrically impaired and visualize "Pretty Woman" with interesting dialogue and wit.

In this yarn, the project at hand is the transformation of Eliza into a lady. Participants in this transformation are: Professor Higgins who, despite his love of Eliza, can never truly commit himself fully; Freddy Hill who is naively infatuated with Eliza; and Colonel Pickering who seems aloof of the antics but always seems to be there at the right time with the right words.

How does this apply to estimation? Stakeholders are about as focused on estimation accuracy as my son is on picking up after himself. They provide specific estimates to impress clients and, like my son, are improvident to the mess they leave behind. Stakeholders are more callow than a freshman engineer at a fraternity party. They, like young Freddy Hill, are in love with a project's prospects with little concern for the consequence of their credulous desires.

Software engineers, like Professor Higgins, are more than willing to demonstrate their knowledge, wisdom, and prowess but are short of committing to the minutiae of the project's long haul. We are prone to embellish the estimate to assure that our reputation, health, and marriage remain in tact.

Estimations involving human intervention are prone to the Pygmalion effect, and software estimation is no exception. Exuberant stakeholder expectations counter engineers who, if the truth were known, fervently wish they could get home from the office earlier and come in less on weekends. The fact is no one is a good (impartial) judge of one's capability because our perception of the problem causes bias.

That's where Colonel Pickering comes in – a prudent counselor who mixes analysis with common sense. A sage that applies experience, intuition, and judgment to obviate subjectivity, employ flexibility, and temper bias. A team needs a Pickering to mediate between stakeholders and engineers and swing back the estimation pendulum from fallacious exactitude to viable accuracy.

Higgins forewarns, "... you can come back or go to the devil: which you please.”

— Gary Petersen, Shim Enterprise, Inc.
DYNAMIC WORKSHOP SET IN THE PLAYGROUND OF THE WEST

The Air Force's Software Technology Support Center (STSC) is sponsoring Software Best Practices: An Executive's Perspective, part of the 2002 workshop series to be held July 16-17. This informative workshop is FREE to U.S. government employees and will be held in the vicinity of Hill Air Force Base and the majestic Wasatch Mountains.

This workshop is designed for executives and other high-level managers who are responsible for software acquisition, development, or maintenance activities. Any executive with direct responsibility for software-intensive systems or who works with software-development organizations will greatly benefit from attending.

Attendees will walk away with the ability to:
- Understand the "big picture" of Systems Engineering
- Relate senior management's role to key life-cycle activities
- Understand critical issues and measurements
- Recognize the value of Best Practices
- Know what to ask for during Program Reviews
- Know your role and responsibilities in Software Process Improvement initiatives

Be sure to catch the two remaining workshops in the series, Object-Oriented Software Development: The Basics for Project Managers and Practitioners on August 13-15 and Life-Cycle Software Project Management on September 17-19. These workshops will fill up quickly, and seating is limited. Act quickly.

For additional information visit our Web site at www.stsc.hill.af.mil.

SPACE IS LIMITED. To reserve your place at any of these workshops, contact Debra Ascuena at 801-775-5778 (DSN 775-5778) or debra.ascuena@hill.af.mil.