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In 1991 Oman and Hagemeister introduced a composite metric for quantifying software maintainability. This Maintainability Index (MI) has evolved into numerous variants and has been successfully applied to a number of industrial strength software systems. After nearly a decade of use, MI continues to provide valuable insight into software maintainability issues. This article presents some of the author’s observations about the practical use of MI in determining software maintainability.

For many years now, software practitioners have been collecting metrics from source code in an effort to better understand the software they are developing or changing. Maintainability Index (MI) is a composite metric that incorporates a number of traditional source code metrics into a single number that indicates relative maintainability. As originally proposed by Oman and Hagemeister, the MI is comprised of weighted Halstead metrics (effort or volume), McCabe’s Cyclomatic Complexity, lines of code (LOC), and number of comments [1, 2]. Two equations were presented: one that considered comments and one that did not.

The original polynomial equations defining MI are as follows:

3-Metric: \[ MI = 171 - 3.42\ln(\text{ave}E) - 0.23\text{ave}V(g') - 16.2\ln(\text{ave}LOC) \]

where \(\text{ave}E\) is the average Halstead Effort per module, \(\text{ave}V(g')\) is the average extended cyclomatic complexity per module, and \(\text{ave}LOC\) is the average lines of code per module.

4-Metric: \[ MI = 171 - 3.42\ln(\text{ave}E) - 0.23\text{ave}V(g') - 16.2\ln(\text{ave}LOC) + 0.99\text{ave}CM \]

where \(\text{ave}E\) is the average Halstead Effort per module, \(\text{ave}V(g')\) is the average extended cyclomatic complexity per module, \(\text{ave}LOC\) is the average lines of code per module, and \(\text{ave}CM\) is the average number of lines of comments per module.

The rationale behind this selection of metrics was to construct a rough order, composite metric that incorporated quantifiable measurements for the following:

- Human insight (comments in the code).
- Other variants of the MI have evolved using slightly different metrics, metric combinations, and weights [3, 4, 5]. Each has the general flavor of the basic MI equation and underlying rationale.

Reasonable success has been achieved in using MI to quantify and improve software maintainability both during development and maintenance activities [4, 6, 7, 8, 9, 10, 11].

Practically speaking though, the MI is only one piece in understanding the maintainability puzzle. Furthermore, it should not be interpreted in a vacuum. Rather it should be used as an indicator to direct human investigation and review. The following sections discuss some practical insight in applying MI to typical software systems.

**Discussion of MI Equations**

Several variants of the MI equations have evolved over time. Some academic opinion places more confidence in Halstead’s Volume Metric than his Effort Metric so the MI equations were adjusted to incorporate the use of Halstead’s Volume. Additionally, studies have shown that the MI model was often overly sensitive to the comment metric in the 4-Metric equation and thus that portion of the equation was modified to limit the contribution of comments in MI [11, 12].

The typical modified MI equations look similar to the following:

3-Metric: \[ MI = 171 - 5.2\ln(\text{ave}V) - 0.23\text{ave}V(g') - 16.2\ln(\text{ave}LOC) \]

where \(\text{ave}V\) is the average Halstead Volume per module, \(\text{ave}V(g')\) is the average extended cyclomatic complexity per module, and \(\text{ave}LOC\) is the average lines of code per module.

4-Metric: \[ MI = 171 - 5.2\ln(\text{ave}V) - 0.23\text{ave}V(g') - 16.2\ln(\text{ave}LOC) + 50.0\sin(\sqrt{2.46 \text{per}CM}) \]

where \(\text{ave}V\) is the average Halstead Volume per module, \(\text{ave}V(g')\) is the average extended cyclomatic complexity per module, \(\text{ave}LOC\) is the average lines of code per module, and \(\text{per}CM\) is the average percent of lines of comments per module.

Examination of these equations indicates that picking the appropriate MI equation is still a subject for discussion. The consideration of comments in the MI is a big discussion point. First, if a human assessment of the software concludes that the majority of the comments in the software are correct and appropriate, then the 4-Metric MI is potentially appropriate. Otherwise, the 3-Metric equation is probably a better fit. Second, if the 4-Metric equation is selected, it is still possible that the comments may inappropriate skew the MI. New research has been performed and additional modifications have been proposed to further refine the MI [13]. These refinements appear to add stability to the behavior of the MI for assessing specific types of software systems.

**Observations**

As mentioned earlier, numerous papers have been written describing the successful application of MI as part of the software development process or within a software
maintenance assessment. What is often not discussed are some simple, common sense guidelines that should be considered when using an objective metric such as MI. Presented in the next few paragraphs are some general observations the author has gathered from applying MI to a variety of software systems.

**Comments in the Code:** Comments in the source code are a two-edged sword when it comes to considering their role in software maintenance. Accurate, up-to-date comments that provide additional insight not already obvious from the source code are generally quite helpful when it comes to making changes later on. However, comments that have not continued to evolve with their associated software can actually be a maintenance hindrance.

Comments, just like source code, will degrade over time as maintenance activities are performed unless specific actions are taken to keep them from becoming inaccurate. Comments are not executed at run-time; they are usually for people. Only people can tell if the comments in the code are helpful or not. Just because there are comments in the code does not mean that the code is more maintainable.

Furthermore, not all real comments are detectable by automated tools. For instance, when writing self-documenting code, some software developers put engineering units in the variable names (distanceFt or effectivePowerW). These types of comments are quite helpful to the human developer, ignored by the compiler and also most metrics extraction tools, yet certainly make the software more maintainable.

When determining how an automated tool will credit maintainability for comments in the code, a human must first determine the quality and usefulness of the comments. A variant MI equation could be developed that penalizes maintainability based on the poor quality of the comments. Current 4-Metric MI equations that include a metric for comments, must be applied with some human insight. Comparisons between the 3-Metric MI and the 4-Metric MI are also helpful in flagging source code with inappropriate comments. One guideline is that when there is more than a 15-point delta between the 3-Metric MI and the 4-Metric MI, comments in the associated source code should be manually examined for appropriateness.

Here is the bottom line on MI and comments: A man in the maintainability assessment loop is essential both in deciding how to measure comments in the source code (which MI equations) and then in determining the meaning of the results (do the comments make the software easier to maintain).

**“Comments in the source code are a two-edged sword ...”**

**Interpretation of Results:** Source code metrics provide only an objective measure. MI works the same. Subjective measures applied via human code reviews still play an extremely important role in assessing software maintainability. After all people maintain the software. Automated maintenance is not a reality yet. Therefore, it only makes sense that there are some characteristics of software construction that take a person to quantify for attributes such as maintainability. Determining maintainability purely by objective measures can be deceiving. Take for instance the following simplistic example. Consider two versions of a program that print the words to “The Twelve Days of Christmas” (see Figure 1, page 20). Sorry but I don’t remember whom to credit for writing Example 1. A few metrics for the two versions are as follows in Figure 2, page 20.

Possible interpretations might include:
- Based on the 3-Metric MI alone, Example 1 is slightly more maintainable; based on cyclomatic complexity alone, Example 1 is more maintainable; based on lines of code, Example 1 is more maintainable, i.e. less code to maintain? Based on the 4-Metric MI, Example 2 is more maintainable, but did the comments really make the difference? No, the comments are okay but they are not the driving factor for judging maintainability. Based on effort alone, Example 2 is more maintainable than Example 1.
- What made your decision regarding which source was more maintainable? It was probably the human examination of the source code. Which version of the source would you want to maintain? Especially when you learn that Example 1 contains a bug as the word eighth is misspelled in the output. This example may be extreme, but it illustrates the point. The metrics for real-world software can present similar difficulties.

**Object Oriented Decomposition and Fracturing:** Software languages, architectures, and decomposition techniques have evolved since the original development and validation of the MI equations. Object-oriented analysis and design have influenced the structure of today’s software systems. Typical object-oriented software tends to be decomposed into smaller modules than software systems that were decomposed using other techniques. Consider all the get and set methods in a typical object class. What impact does having a large number of smaller modules play in the MI?

Object-oriented software is fundamentally composed of operators and operands and has a number of executable paths through the code. The lines of code may still be counted and commented. From this perspective, MI still provides a good fit [11]. But additionally, there are constructs such as classes and inheritance that could be considered in tailoring MI for an object-oriented system.

Discussion of these types of MI enhancements will be postponed for another time. It appears, though, that object-oriented systems by nature have a fairly high MI due to the typical smaller module size. Naturally, smaller modules contain less operators and operands, less executable paths, and less lines of comments and code; therefore, the MI tends to be higher. It is the author’s opinion that even so, the MI is still applicable for object-oriented systems, but that maybe the maintainability classification thresholds should be raised when interpreting MI’s from object-oriented systems. MI is still great for identifying overly complex (and therefore difficult to maintain) modules in object-oriented systems.

Is it possible to decompose a software system into modules that are too small? Yes, software fracturing can occur and when that happens, modules lose cohesion and the coupling between modules...
Example 1

```c
#include <stdio.h>
main(c, x, a)
{
    return 0;
}
```


Note

1. The discussions in this article can apply to either set of MI definitions. The majority of people use the latter set of MI definitions. I still use the original MI equations for some applications. If used to track software over its life, it is important not to change equations mid-stream. There are other variants of the MI equations that organizations have tailored for specific interests (both the 3- and 4-metric versions). The discussion in the paper generally applies to most of these as well.
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Letter to the Editor

Dear CROSSTALK,

I was reading the new June 2001 issue Vol. 14 No. 6 yesterday and was nonplussed to read in three different places (From the Publisher, the abstract to the first article Extending UML to Enable the Definition and Design of Real-Time Embedded Systems, and the text of The Quality of Requirements in Extreme Programming), references to Universal Markup Language (UML).

All three of the contexts refer to the Unified Modeling Language created by Booch, Rumbaugh, and Jacobson of Rational Software Corporation. There is no real-time software design methodology called Universal Markup Language to my knowledge.

Thanks for an excellent publication.

Regards,

Karl Woefer
Seattle, WA
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